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Abstract

A fundamental problem in building large scale Grid resowsharing system is the
need for efficient and scalable techniques for discovery @odisioning of resources
for delivering expected Quality of Service (QoS) to usemlecations. The current ap-
proaches to Grid resource sharing based on resource bratersn-coordinated since
these brokers make scheduling related decisions indepeatithe others in the system.
Clearly, this worsens the load-sharing and utilisation f@ois of distributed Grid re-
sources as sub-optimal schedules are likely to occur. eyrgixisting brokering systems
rely on centralised information services for resource aiscy. Centralised or hierar-
chical resource discovery systems are prone to single-faiare, lack scalability and
fault-tolerance ability. In the centralised model, thewark links leading to the server
are very critical to the overall functionality of the systeas their failure might halt the
entire distributed system operation.

In this thesis, | propose a new federated Grid system, c@llatiFederation that aims
towards decentralised and coordinated coupling of disteith Grid resources as a part of
single cooperative system. The Peer-to-Peer (P2P) netmodel forms the basis for
the design of decentralised protocols for scheduling asduree discovery in the Grid-
Federation. The decentralised organisation enhancesalesdity and reliability of the
system. Two levels of decentralised coordination is priegsem this thesis: (i) a Ser-
vice Level Agreement (SLA) based broker-to-broker coaation protocol that inhibits
the brokers from over-provisioning the resources and algesgvery site the admission
control capability; and (ii) a P2P tuple space based coatiin protocol that coordinates
the scheduling process among the distributed resourceetroRhe thesis demonstrates
the effectiveness of the proposed Grid-Federation baseehtialised protocols in coor-
dinating scalable and robust resource management throtgihsé/e simulation studies.

Thesis Contributions: To support the thesis that Grid-Federation model along with
its decentralised protocols for scheduling and coordimais the best possible way to
implement new generation Grid resource sharing systemd:hav

e outlined key taxonomies for decentralised Grid resouregis systems,

e proposed, modeled, and evaluated a decentralised resshmdag system called
Grid-Federation, which aims toward policy based coopegatnd coordinated cou-
pling of distributed cluster resources,

e proposed, modeled, and evaluated an SLA based brokepkatbservice contract
negotiation protocol,



e proposed, modeled, and evaluated the extension of Digtdlddash Tables (DHTS)
such as Chord, Pastry using a spatial publish/subscribex tdsupport decen-
tralised resource discovery protocols in the Grid-Fedamat

e proposed, modeled, and evaluated a DHT-based tuple spacedalinating the
application schedules among distributed brokers,

e designed and implemented the Alchemi-Federation softssstem, that supports
a coordinated federation of Alchemi cluster over a DHT-bassource discovery
system.
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Chapter 1

Introduction

This chapter introduces the context of the research therpdsred in this thesis. It starts
with a high-level overview of Grid computing and analyses turrent system design
approaches being practiced for Grid resource managemena@plication scheduling.
Then, it puts forward the fundamental motivations behincetiéralised and coordinated
organisation of Grid systems; including resource brokadsrasource discovery systems.
The chapter thereafter provides discussion on the thelis@and contributions. It ends
with a summary of the published materials that were payt@iffully utilised for compil-

ing the thesis.

1.1 Grid Computing

The last few years have seen the emergence of a new geneavtistributed systems
that scale over the Internet, operate under decentraletédgs and are dynamic in their
behavior, where participants can leave or join the systemmyatime. One such system is
referred to as Grid Computing and other similar systems delR2P Computing [122],
Semantic Web [127], Pervasive Computing [149] and Mobile Qatmg [17, 68]. Grid
Computing [71] provides the basic infrastructure requiredsharing diverse sets of re-
sources including desktops, computational clusters,rsopguters, storage, data, sen-
sors, applications and online scientific instruments. @uanputing offers its vast com-
putational power to solve highly challenging problems iresce and engineering such

as protein folding, high energy physics, financial modeliegrthquake simulation, cli-

1



2 Chapter 1. Introduction

mate/weather modeling, aircraft engine diagnosticshgagke engineering, virtual ob-
servatory, bio-informatics, drug discovery, digital inesgnalysis, astrophysics and multi-
player gaming.

The notion of Grid Computing goes well beyond the traditioRakallel and Dis-
tributed Computing Systems (PDCS) as it involves variousuness that belong to differ-
ent administrative domains and are controlled by domaigiBpeesource management
policies. Furthermore, grids in general have evolved alatomplex business and ser-
vice models where various small sites (resource owner&lmiate for computational
and economic benefits. The task of resource management pinchdéipn scheduling over
a grid is a complex undertaking due to resource heterogemimain specific policies,

dynamic environment, and various socio-economic andipalifactors.

Grids can be primarily classified [180] into various typespending on the nature of
their emphasis:- computation, data, application servigeraction, knowledge and util-
ity. Accordingly, grids are proposed as the emerging cybiastructure to power utility
computing applications. Computational grids aggregatepeaational power of globally
distributed computers (e.g., TeraGrid, ChinaGrid, and APAG)GData grids emphasize
on a global-scale management of data to provide data aénesg,ation and processing
through distributed data repositories (e.g. LHCGrid, GyiRh Application Service (pro-
visioning) grids focus on providing access to remote aggilbnis, modules and libraries
hosted on data centers or computational grids (e.g. NetSwotd GridSolve). Interac-
tion grids focus on interaction and collaborative visuatiian between participants (e.qg.
AccessGrid). Knowledge grids aim towards knowledge adtioins processing, manage-
ment and provide business analytic services driven by iated data mining services.
Utility grids focus on providing all the Grid services indimg compute power, data and
service to end users as IT utilities on subscription basisthermore, they provide the
infrastructure necessary for negotiation of required Qubhandle the establishment and
management of contracts and allocation of resources to cogepeting demands. To
summarize, these grids follow a layered design with contpmrtal grid being the bottom
most layer while the utility grid is the top most layer. A grd a higher-level utilises
the services of grids that operate at lower layers in thegdedtor example, a data grid

utilises the services of computational grid for data precegsand hence builds on it. In



1.2. Project Motivation 3

addition, lower-level grids focus heavily on infrastrueaspects whereas higher-level
ones focus on users and quality of service delivery.

In this work, we focus on designing efficient techniques stdivery and provisioning
of resources in computational grids. Computational gridgoénaggregation of different
types of compute resources including clusters, superctergpand desktops. In general,
compute resources have two types of attributes: (i) stdtitbates such as the type of
operating system installed, network bandwidth (both Ldgala Network and Wide Area
Network interconnection), processor speed and storagecitgdincluding physical and
secondary memory); and (ii) dynamic attributes such asgssmr utilisation, physical
memory utilisation, free secondary memory size, curreagagrice and network band-

width utilization.

1.2 Project Motivation

The fundamental objective behind the emergence of Grid coimyp systems is to fa-
cilitate a coordinated resource and problem sharing [7¢f@mnment among collabora-
tive administrative domains. Grid resource brokering gresscheduling [151] activity
is defined as scheduling of jobs across resources that b&odigtinct administrative
domains. Brokering in computational grids is facilitated specialised resource bro-
kers such as NASA-Scheduler [152], Nimrod-G [3] and Conddi&. The main chal-
lenges involved with Grid brokering include: (i) queryingiéresource information ser-
vices (GRIS) [10, 33, 54, 97, 150] for locating resources thatch the job requirements;
(i) coordinating and negotiating SLAs; and (iii) job sclidg. The Grid resources are
managed by their respective Local Resource Managementn$ysMS) such as Con-
dor [113], PBS [26], SGE [84], Legion [39], Alchemi [117] an&E [185]. The LRMS
manages job queues, initiating and monitoring their exenutA key consideration in-
volved with the Grid brokering is thdistributed ownershipAs a result, brokers do not
have any control over the resources. Further, therecsmplete system-wide state in-
formationavailable at brokers, in particular about the arrival pattservice pattern and
composition of jobs across the system.

However, existing techniques to scheduling in a Grid emriment are non-coordinated.
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No Coordination No Coordination
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Figure 1.1: Non-Coordinated resource brokering in Grids.

In a non-coordinated system, application schedulers paréeheduling related activities
independent of the other schedulers in the system. Thegtlyiibmit their applications
to the responsible LRMS managing the resousgisouttaking into account the current
load, priorities and utilisation scenarios of other apgdiien level schedulers. Clearly, this
can lead to over-utilisation or bottleneck of some valuabsources while leaving others
largely underutilised. Furthermore, these brokeringesystdo not have a coordination
(or cooperative) mechanism and this exacerbates the l@aohgtand utilisation problems
of distributed resources because sub-optimal schedwddikaly to occur. Fig. 1.1 shows
such a scenario in which the Nimrod-G, Condor-G and Gridbid&][tesource brokers
are over-provisioning the resources at the $iend Site2 due to lack of coordination.
At the same time, resources at Sitere left under-provisioned.

Another competing approach to the ad-hoc Grid resourcerdssw is the creation of
a distributed Virtual Organisation (VO) [72] environmeh&t includes scientific research
groups working on collaborative scientific projects. Fig2 $hows a VO based Grid
architecture involving three research institutes. Mershigrto a specific VO is subject
to the particular problem solving or project domain. An indual research institute can
organise its own resources using a centralised broker wdoahects to the global VO

wide broker. Various VO brokers connect in hierarchy to famdistributed scheduling
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architecture. A VO user can submit jobs to either its ceistedllocal resource broker or to
the VO broker. This solution is fault-tolerant, but a hietdac connection between VO's
can impose serious performance limitations as the numb®iQsf increases. Further,
there is no defined topology in which various institutes camnect with each other. The
autonomy of an institute is dependent on the VO broker to witiconnects. Any VO

specific job migration and resource allocation admissiomtrob decision is also taken

care of by the VO broker.

Virtual Organisation

" Institute - A

‘ Glis H VO Broker

Insitute - C /\ Institute- B
) (ﬁ@ VO Broker GRIS ‘
‘ VO Broker H GRIS ‘ A
A A VO Users

VO Users

Figure 1.2: Virtual Organisation based Grid organisation.

Furthermore, end-users or their application-level sclezdisubmit jobs to a LRMS
without having the knowledge about response time or senviiti¢y. The main reason
for this being the lack of admission control decision malsngport between brokers and
LRMSes. Sometimes these jobs are queued for relatively sixeetmes before being
actually processed, leading to degraded QoS. To mitigatelsag processing delays and

enhance the value of computation, a scheduling strategysepriorities from competing
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user jobs that indicate varying levels of importance. Toftexé@ve, the schedulers require
knowledge of how users value their computations in terms @$ @quirements, which
usually varies from job to job. LRMS schedulers can provideedback signal that

prevents the user from submitting unbounded amounts of work

ﬁ‘_’ GFA

GFA Hm
Users i
[SGE -y Globus | [ chem_ £

Peer-to-Peer Query System == ﬁ

— S Site 2 (Alchemi enabled)

—~ s \\]
) [, /

Site 1 (Globus enabled)

)

(ﬁ<—> GFA GFA 4_,@
Users 0 L
| o
) 4 C0nd0r<_>
M A Condor]
Site 4 (Legion enabled) Site 3 (Condor enabled)

Figure 1.3: Proposed solution: Grid-Federation resouneeiisg system.

To address the lack of coordination between the brokeraogdy and broker-to-LRMS,
we have proposed a mechanism for coordinated sharing oibdited Grid resources (in
particular compute clusters and supercomputers) basedsoalable P2P query system.
The resulting environment, calle@rid-Federation[136, 137], allows the transparent
use of resources from the federation when local resourcesnaufficient to meet its
users’ requirements. Fig. 1.3 shows an abstract model gprmyrosed Grid-Federation.
Grid-Federation consists of cluster resources that ateliited over multiple organi-
sations and control domains. Each site in the federatictamtiates a Grid-Federation
Agent (GFA) resource management system that exports tla¢ desources to the feder-

ation. P2P network model forms the basis for organising tk&ilduted GFA network.
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In this case the P2P system provides a decentralised datalthsefficient updates and
range query capabilities. This decentralised organisatighe system gives the provider
more autonomy and additionally makes the system highlyabtal Further, to establish
accountability between application schedulers and resoproviders on service guar-
antee and delivery we have proposed an SLA-based schedulthgesource allocation
algorithms [138]. A computational economy metaphor [3, 32, 172] is utilised in
negotiating and establishing the SLA contracts betweedidtebuted brokers.

Traditionally, Grid computing systems such as resourckdyohave evolved around a
centralised Client-Server (CS) model. The responsibildfete key functionalities such
as resource discovery [67, 183] and resource provisionagdination [120] in current
Grid scheduling systems are delegated to the centralissdrsmachines. In the cen-
tralised CS model, the network links leading to the servewarg critical to the overall
functionality of the system, as their failure might halt #rire distributed system opera-
tion. Current Grid systems have started showing the bad ymgpof centralised organi-
sation in terms of bandwidth capacity and scalability asimaber of brokers, users and
providers increase in the system. Recent studies condugt&ddng et al. [183] verified
that existing systems including RGMA [183], Hawkeye [1828 &nDS-2,3,4 [67]) fail to
scale beyond 300 concurrent users, after which the thraudiggins to decline below ac-
ceptable levels. With regards to the response time perfoceenetric, MDS-2 performs
the worst, superseded by R-GMA and Hawkeye.

Grids including APACGrid, LCGGrid, ChinaGrid are organised based on VO [71]
hierarchical resource sharing model (refer to Fig. 1.2)e ARAC (Australian Partner-
ship for Advanced Computing) Grid interconnects variousdGites distributed across
Australian Institutions and Universities. The APACGrid sisehierarchical information
service, MDS-2. VPAC (Victorian Partnership for Advance Quiting), which is a part
of the APACGrid, hosts the centralised GIIS (Grid Index Imfiation Service:-a compo-
nent MDS-2), while the remaining Grid sites run the GRIS (GQResource Information
Service) that connects to the VPAC GIIS. A Grid resource erokho wishes to access
the APACGrid has to contact the VPAC GIIS, as contacting onthefother Grid sites

running a GRIS would only allow access to information aboat fparticular resource.

http://grid.apac.edu.au/
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This isolation in resource information organisation indgrand among grids leads to the
resource fragmentation problem. In this case, Grid usdraggeess to only small pool of
resources. Further, the institution hosting the root G&ise are central point of contact
for the overall system. Failure of the root GIIS can pantitibhe system, and can lead to
significant performance bottlenecks.

To overcome the limitations of centralised and hierardhig@rmation services, we
have proposed a decentralised Grid resource informatimiceebased on a spatial pub-
lish/subscribe index. It utilises a Distributed Hash Taf#T) routing substrate for
delegation ofd-dimensional service messages. DHTs have been proven toalsbie,
self-organising, robust and fault-tolerant. The propoSeid resource discovery service
organises data by maintaining a logidatlimensional publish/subscribe index over a net-
work of distributed Grid brokers/Grid sites. The spatialuna of the publish/subscribe
index has the capability to respond to complex Grid resoguegies such as range queries
involving various attribute types including, those thatéa spatial component.

Further, the resource discovery system is extended togedhie abstraction/facility
of a P2P tuple space for realising a decentralised coordmaetwork. The P2P tuple
space [111] can transparently support a decentralisedic@dion network for distributed
brokering services. The P2P tuple space provides a glokablishared space that can
be concurrently and associatively accessed by all paaitgoin the system and the access
is independent of the actual physical or topological pratiraf the tuples or hosts. The
Grid peers maintaining the tuple space undertake actieigted to job load-balancing

across the Grid-Federation resources.

1.3 Outline and Contributions

In this section, the outline and contributions of the vasiahapters of the thesis are set

out.

e Chapter 2 discusses the core state of art relevant to the wehisithesis. Compre-
hensive taxonomies related to decentralised schedulbijgective functions, coor-
dination and security are presented and are later utiligedl&ssifying the current

state of the art. The key motivation behind Chapter 2 is toysedhe effectiveness
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of the current solutions in facilitating a decentralised anordinated Grid resource

provisioning environment.

e Chapter 3 reviews and provides taxonomies for the secondamne@P2P Networks,
which is utilised as a model for decentralising the propdSead resource manage-
ment system. Specifically, Chapter 3 explores the area of leon@rid resource
queries over DHTs. This chapter contributes towards piogidomprehensive
survey and taxonomy of DHT based indexing approaches timasgpport thei-
dimensional Grid resource queries. Chapter 3 contributgsdwiding a qualitative
comparison of the existing indices with respect to scalghbdind load-balancing.
The presented comparison can be utilised by the Grid sysemlapers with re-

spect to deciding the kind of indexing system they shoulldbfol

e Chapter 4 presents a novel model for coordinated couplingstiflolited computa-
tional resources as a part generalised Grid resource ghamrironment. The key
contributions of Chapter 4 include the proposed new disteithuesource manage-
ment model called Grid-Federation, which provides: (i) akettbased coordina-
tion protocols for Grid scheduling; (i) decentralisaticia a P2P query system that
gives site autonomy and scalability; (iii) ability to proe admission control facil-
ity at each site in the federation; (iv) incentives for ras@uowners to share their
resources as part of the federation; and (v) access to a [awgkof resources for all
users. The proposed approach provides better autonome teslurce providers

in the system as compared to existing VO based systems.

e Chapter 5 contributes in providing Service-Level AgreeragBLAs) based GFA-
to-GFA and GFA-to-LRMS service negotiation algorithms. Threkers in the
Grid-Federation system form @ntract net where the job migration in the net
is facilitated through the SLA contracts. The main contiiiis of this work are:
() an SLA bid based Grid scheduling approach; (ii) a Greedgkkfilling cluster
scheduling approach for LRMS that focuses on maximising ¢éseurce owners’
payoff function; and (iii) allowing resource owners to havéner degree of control

over resource allocation decisions.
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e Chapter 6 proposes a decentralised Grid resource discoy&sns based on a spa-

tial publish/subscribe index. The proposed Grid resourseogtery system organ-
ises data by maintaining a logic&dimensional publish/subscribe index over a net-
work of distributed Grid brokers. The main contributionstimf work include: (i)
extension of the DHTs with Grid resource discovery capshi(ii) a decentralised
Grid resource discovery system based on a spatial and P2Btgsbbscribe index;
and (iii) overcoming the design limitations of current gatised and hierarchical
Grid information services. Extensive simulation basedgis conducted in order

to prove the feasibility of the proposed resource discotechinique.

Chapter 7 presents a new generation P2P tuple space thatlistpsited Grid ap-
plication schedulers and resource providers with cootoligapplication schedul-
ing and resource allocation. The resource discovery sygt@posed in Chap-
ter 6 forms the basis for the P2P tuple space. The main catitits of this work
are: (i) a proposal for facilitating a P2P coordination spamong administratively
and topologically distributed Grid application schedsland resource providers;
and (ii) a decentralised load-distribution algorithm witicus on curbing the over-
provisioning of resources and enhancing the overall ytilitthe system. Extensive
simulations are conducted for evaluating the feasibility performance of the pro-

posed approach.

Chapter 8 presents the design and implementation of a seftsygtem which par-
tially prototypes the ideas presented in this thesis. Thd-Bederation scheduling
framework has been developed using the Alchemi [117] deskdésource assem-
bling system. The P2P resource discovery service utillegpplication Program-
ming Interfaces (APIs) of the FreePastry software with eespo the Internet based
message routing. The software was implemented strictlgidenng the Object
Oriented Design (OOD) methodology. The developed framkwadiexible enough
to support other wide-area application services such &sldised auction network,

storage trading environment.

Chapter 9 presents the conclusion reached in this thesigy alith possible future

research directions that can be built on this research work.
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Comments Lipo Chan has contributed towards implementation of spatido-

lish/subscribe index. | have extended her work to facéithie Grid resource infor-
mation service. Further, my contributions have been tos/ateigrating the simula-
tors, namely GridSim and PlanetSim to enable the deceserhliesource discovery
experiments. | do not claim the spatial publish/subscnilokex to be the contribu-

tion of this thesis.
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¢ R. Ranjan, A. Harwood, and R. Buyya, Peer-to-Peer Tuple Space: A NowbPr
col for Coordinating Resource Provisioning, Technical RepgBRIDS-TR-2007-
14, Grid Computing and Distributed Systems Laboratory, Thevérsity of Mel-
bourne, Australia, July 30, 2007.

Chapter 8 is partially derived from the following joint putdition.

e R.Ranjan, X. Chu, C. A. Queiroz, A. Harwood, and R.Buyya, Alchemi-Federat
A Self Organising Coordinated Desktop Grid Resource Shamviy&ment, Tech-
nical Report, GRIDS-TR-2007-15, Grid Computing and DistribuBsgstems Lab-
oratory, The University of Melbourne, Australia, July 3007 .



Chapter 2

An Overview of Decentralised Grid

Systems

This chapter presents an overview of decentralised Grikidsiog approaches with major
focus on coordinated resource management. In other worl$oeus on the brokering
systems that aim towards coupling distributed Grid resesias part of a single cooper-
ative resource sharing system such dsderationor virtual organisation. A distributed
system configuration is considered as decentralised “ierafithe participants in the sys-
tem are more important than the others, in case that one gbatecipants fails, then
it is neither more nor less harmful to the system than caugdtéfailure of any other

participant in the system”.

Decentralisation of Grid computing systems based on P2Ronktmodel can cer-
tainly overcome the current limitations of centralised amerarchical model in scalabil-
ity, single point failure, autonomy and trustworthines&awéver, complete decentralised
nature of the system raises other serious challenges inidsrafapplication schedul-
ing, resource allocation, coordination, resource disggv@ecurity, trust and reputation

management between participants.

Comprehensive taxonomy related to decentralised schegduwlbjective function, co-
ordination and security are presented and are later utifmeclassifying the current state-
of-the-art. This study contributes by providing better ersanding of existing Grid re-

source management systems with respect to the degree oftdgisation and coordina-

13
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tion that they can support. Further, we have briefly looketi@turrent security solutions
available for building such decentralised Grid systemsalse looked at some of the rep-
resentative systems that are based on the decentralisgdrkehodels and aim towards
cooperative resource management. Finally, in Table 2.1negsept the classification of

the surveyed systems based on the taxonomy presented ahn#pter.

2.1 Taxonomy

2.1.1 Scheduling

In this taxonomy (refer to Fig. 2.2), we categorise Grid sapleeduling into online and
offline approaches. We further consider the centralisedlacdntralised decision control
with either online or offline settings. In the centralisegaxscheduling organisation [13],
all the system-wide decision making is coordinated by areéoontroller. This scheduler
organisation is conceptually able to produce very efficgefitedules, because the central
instance has all the necessary information about everyyateietly in the queue and the
status of resources. Centralised organisation is simplepéement, easy to deploy and
presents few management hassles. However, this scherae s@s8ous concerns when
subjected to larger system size. Note that, throughouthbsig | have used the terms
Grid superscheduling (superscheduler) and resource timgk@roker) inter-changeably.

The decentralised scheduler organisation negates thewblimitation of the cen-
tralised organisation with respect to fault-tolerance]adaility and autonomy (facilitating
domain specific resource allocation policies). This apghaales well for both, a small
scale resource sharing environment (e.g. resource shamohgy same administrative do-
main) to a large scale environment (e.g. the Internet). Hewehis approach raises
serious challenges in the domain of distributed infornmatitanagement, enforcing sys-
tem wide coordination, security, resource consumer atitignand resource provider’s
policy heterogeneity. Systems including [29, 61, 76, 184 this scheme.

The decentralised scheduling is further classified into ¢ategories namely, coordi-
nated decentralised [16, 29, 152, 174] and non-coordirdgedntralised [3, 75]. In the

decentralised non-coordinated scheme, application stdresdperform scheduling related
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activities independent of the other schedulers in the systéondor-G resource broker-
ing system performs non-coordinated or non-cooperatiiecding by directly submit-
ting jobs to the condor pools without taking into accounirthead and utilization status.
Non-coordinated approach followed by these brokers ekates the load sharing and uti-
lization problems of distributed resources since subragitschedules are likely to occur.
Fig. 2.1 shows the decentralised non-coordinated schegapproach in Tycoon resource

sharing system. Auctioneers advertise the resource hildjlaand configuration to the
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discovery service. Client agents query the discovery semdgather information about
available auctioneers in the system. In Fig. 2.1, both then€ikgents end up bidding to

the auctioneen because of lack of coordination among them.

On the other hand, decentralised coordinated schedullmgses negotiates resource
conditions with the local site managers in the system if nih whe other application
level schedulers. Legion-Federation system coordinatiesdalling decision with other
sites in the distributed environment through job query naecdm. A job query request
(containing job type and composition) is sentitoemote sites for bidding. Each remote
site Grid scheduler then contacts its LRMS to obtain job cetiuh time on their local
resource and sends this information back to the initiatités Finally, the site who bids

with the least projected job completion time is selecteddbrscheduling.

2.1.2 Objective Function

Grid resources are dynamic in nature whose state can chaxgeyismall interval of time,
hence it warrants scheduling and resource allocationipslihat can adapt to changing
conditions. Resources belong to different domains and arealted by diverse resource
management policies. Further, the Grid Participants (@R&)ding resource providers
and resource consumers associate diverse objective dnsciith resource allocation
and scheduling processes. The resource owners in a griddagmup of participants
who make rational choices independently or based on thiegicaanalysis of what others
in the group might do [27]. They like to dictate the accessil@ge for their resources
through diverse sharing policies. Thus, a resource ownfrass the pricing policy,

admission control policy and domain specific resource atioa strategy.

Similarly, the resource consumers in a grid associate 8 utility constraints
to their applications and expect that the constraints atisfigal within the acceptable
limits. Every resource owner makes the policy related decisidependently that best
optimizes his objective function. Likewise, resource aonsrs have diverse QoS-based
utility constraints, priority and demand patterns. Examhposition of a GP’s objective
function is determined by the mechanism design principk&s, [[64]. A Grid system

based on system centric mechanism defines relatively siolypetive function. A system



2.1. Taxonomy 17

Resource
. max(throughput)
provider
System
centric
Resource .
: min(makespan)
Scheduling and consumer
resource allocation ——
objective function Resource
provider _
max(profit)
User
— centric
max(acceptance)
| max(reputation)
max(security)
Resource
consumer

[— min(cost)

min(response
time)

min(budget x
response time)

max(reputation)

L max(reliability)

Figure 2.3: Grid scheduling and resource allocation oljedtinction taxonomy.

centric scheduler focuses on maximising resource thrautgbp the owner side while

minimizing overall user’s application makespan.

Grid and PlanetLab systems including Tycoon, Bellagio, QiwtGharp, and Nimrod-
G apply market-based economic mechanism for resource reareag and application
scheduling. Market driven scheduling mechanisms definesusgective functions based
on QoS parameters. These QoS parameters include repufatidget spent, response
time or combination of all. Exact combination of QoS parangis determined by the

applied economic model. Some of the commonly used economitefa [31] in resource
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allocation includes the commodity market model [176], tlstpd price model, the bar-
gaining model, the tendering/contract-net model, theiananodel, the bid-based pro-
portional resource sharing model, the bartering model badrtonopoly model. Systems
including OurGrid and Sharp are based on bartering of reesumong cooperative do-
mains. In this case, the focus of each participant is on maxignits bartering reputation

in the system. In bartered system, a participant is the coasas well as the provider
at the same time. In cooperative market model, such as therbdreconomy, there is

singleton objective function shared by both consumer andiger.

Competitive market models including commodities marketl-ttlsed proportional
sharing, and auction warrants separate objective furefarproviders and consumers (re-
fer to Fig. 2.3). Resource owners define objective functioth ieacus on maximizing
profit. For this purpose, they can adjust the resource pfices] dynamically based on

supply and demand pattern.

2.1.3 Coordination

Decentralised design of Grid system can effectively overxedhe limitations of cen-
tralised and hierarchical VO-based traditional approacHgut the effectiveness of the
resulting decentralised system depends on the level oflowdion and cooperation [4]
among the participants. Decentralised participants aoéspaf diverse peers or brokers
sharing and controlling resources and which have agreeo-tiperate for enhancing the
overall utility of the system. Realising such a co-operatomong dynamic and selfish
participants warrants robust mechanism for coordinatimhreegotiation policies. Coor-
dinated application scheduling and resource managemesiv@s dynamic information
exchange between various Grid schedulers and LRMSes in shensy In general, a co-
ordination process can include a sequence of QoS inquira®lguarantee negotiation
message exchange between Grid schedulers and LRMSes. 18.#Figie present the
coordination methods taxonomy.

Negotiation among all the participants can be based on kmeNvn agent coordina-
tion mechanism called contract net protocol [157]. Contraatt partitions the coordi-

nation space into two distinct domains includingnanagerand acontractor. Domain
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membership in the contract net is governed by the role pldoyed participant. A re-

source broker in a decentralised Grid system can adherestoté of a contractor that
negotiates SLAs with resource providers. Effectivelyptese providers work as a man-
ager that export its local resources to the outside comtra@nd is responsible for de-
cision relating to the admission control based on negati&eAs. Contract net based
approaches to Grid scheduling have been widely explorednresf the recent works in-
cluding [55, 130, 138]. The work in [102] studies the effelot@ntract net communication

overhead on job execution time in a multi-agent Grid commuénvironment.

Distributed negotiation has substantial message overaeddt can worsen as sys-
tem scales to a large number of participants. Traditionalyntractors in contract net
broadcast call-for proposal (CFP) request to all managetfseisystem. Following this,
managers reply with bid offers to the contractor. The canireselects a winner based on
its requirement and acknowledges with accept message teewmanager, while a bid
reject message is sent to remaining managers. Communigattwcols based on one-to-
all broadcast are very expensive in terms of number of messagd network bandwidth
usage. Similar negotiation protocol has been proposeceiwttk NASA-Scheduler and
Legion-Federation for decentralised Grid scheduling. ©@oitdock P2P Grid system

proposed selective broadcast to the flocks currently indlbyehe Pastry routing table.

The SLA-based Grid superscheduling approach proposedB] fidvocates one-to-

one negotiation among contractors and managers. Someagpeincluding Bellagio
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and AMDLoad [86] advocate coordinating resource activityoag decentralised partici-
pants based on centralised coordinators. Fig. 2.5 shovisatisad coordination method-
ology applied by Bellagio system. Resource agents regiséergbource configuration
with the Sword [128] resource discovery service. Client &ggunery the Sword to locate
available resources in the system. Once the resource lestshtained, Client agents bid
for resources with the centralised auction coordinatoe Qid parameters include the sets
of resources desired, a time for which application would eglalyed on resources, and

the amount of virtual money clients are ready to spend.
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2.1.4 Security and Trust

The decentralised organisation of Grid systems raisesusedhallenges in the domains
of security and trust management. Implementing a securentiedised Grid system re-
quires solutions that can efficiently facilitate the foliog [37]: preserve the privacy of
participants, ensure authenticity of the participantbusb authorization, securely route
messages between distributed services, and minimisedadks system due to malicious
participants. In Fig. 2.6, we present the taxonomy for sgcand trust management in

Grid and P2P systems.

The privacy of the participants can be ensured through s&egebased symmetric
cryptographic algorithms such as 3DES, RC4, etc. These dezystmust be securely
generated and distributed in the system. Existing key mamagt systems such as pub-
lic key algorithms (including DH, RSA, elliptic), Kerberosristed third party) can be
utilised for this purpose. Authentication of the participgcan be achieved through trust
enforcement mechanisms such as X.509 certificates (Publididrastructure) [93], and
Kerberos (third party authentication), distributed traistt SSH. Authentication based on

X.509 certificates warrants a trusted Certifying AuthorfBA( in the system.

A Grid participant presents a X.509 certificate along wittaasociated private key (the
combination of these entities forms a system wide uniquéesrial) in order to authen-
ticate itself with a remote service. A system can have a si@f\, which is trusted by
all the participants. However, single CA approach has lichgealability. An alternative
to this is to have multiple CAs combining together to form atrchain. In this case, a
certificate signed by any CA in the system has global validibe GSI [175] implementa-
tion of PKI supports dynamic trust chain creation through @mmunity Authorization
Service (CAS) [132]. This is based on the policy that two pgtints bearing proxy
certificates, signed by the same user, will inherently teasth other. Kerberos based im-
plementation has significant shortcomings as it requirestspnous communication with
the ticket granting server in order to setup communicatietwkeen a client and server. If
the ticket granting server goes offline or has a securitydiré@en there is no way the sys-
tem can operate. In case of X.509 based implementation, a G@Aeréfy the credentials

offline.
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Figure 2.6: Security and trust taxonomy.

Having said that, a majority of implementations do rely ontcaised trust enforce-
ment entities such as a CA or a ticket granting authority. EAJ178] system provides
a completely decentralised X.509 based PKI. Each JXTA @eiés own CA and issues a
certificate for each service it offers. Peer CA certificatestistributed as part of the ser-
vice advertisement process. Each of the CA certificate isiedrvia thePoblano: “web
of trust” [178], a distributed reputation management system. A aindgistributed trust
mechanism called PeerReview [60] has also been proposede Tisributed trust man-
agement systems deter malicious participants throughvimrhh auditing. An auditor
nodeA checks if it agrees with the past actions of an auditee rde case of disagree-
ment, A broadcasts an accusation®f Interested third party nodes verify evidence, and
take punitive action against the auditor or the auditee.

The SSH based authentication scheme is comparatively éasieplement as it does
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not require trusted third party certification. However, ated not allow the creation of
a dynamic trust chain and in case a participant’s privateik&pmpromised, it requires
every public key holder to be informed about this event. &faab utilises SSH based
authentication wherein the centralised PlanetLab Centrafice is responsible for dis-
tribution or copying of the keys. Unlike X.509 and Kerberogpiementation, SSH does
not support certificate translation mechanism (i.e. fro0%.to Kerberos or vice versa).
Transport layer security protocols such as TLS [45], and B&l are used for message

encryption and integrity checking as they are transporw@a bne host to the other on the

Internet.
Table 2.1: Classification based on taxonomies.
System Scheduling Obijective Function | Coordination | Security
Name Model Model Model
Bellagio Centralised User centric, Bid-| Centralised SSH
based proportiona
sharing
Tycoon Decentralised User centric, Auction| One-to-All N.A.
non-coordinated broadcast
AMDIoad Centralised User centric, Auction| Centralised N.A.
VO-Ranka Centralised (VO) | User centric Centralised PKI
NASA- Decentralised System centric One-to-All N.A.
Scheduler coordinated broadcast
Legion- Decentralised System centric One-to-All N.A.
Federation coordinated broadcast
Trader- Decentralised User centric, One-to-All N.A.
Federation coordinated Commodity market | broadcast
Agent- Decentralised User centric, One-to-All N.A.
Federation coordinated Commaodity market | broadcast
CondorFlock | Decentralised System centric Selective N.A.
P2P coordinated broadcast
MOSIX-Fed | Centralised System centric Centralised N.A.
Multi- Decentralised System centric Selective N.A.
Request coordinated broadcast
Sharp Decentralised User centric, One-to-one PKI
coordinated bartering negotiation
Nimrod-G Decentralised User centric, N.A. PKI
non-coordinated | Commodity market
Condor-G Decentralised System centric N.A. PKI
non-coordinated

Authorization deals with the verification of an action thgtaticipant is allowed to
undertake after a successful authentication. In a Grid,siners have the privilege to

control how their resources are shared among the partisip@he resource sharing policy
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takes into account the participant’s identity and membprhgroups or virtual organ-
isations. Globus based Grid installation defines the aco&ssol list using a Gridmap
file. This file simply maintains a list of the distinguishedmes of the Grid users and
the equivalent local user account names that they are to ppedao. Access control
to a resource is then left up to the local operating systemagptication access control

mechanisms.

Implementing a secure and trusted routing [37] primitivguiees a solution to the
following problems: secure generation and assignment déls, securely maintaining
the integrity of routing tables, and secure message trasson between peers. Secure
nodeld assignment ensures that an attacker or a malici@asaenot choose the value of
nodelds that can give it membership of the overlay. If theenagsignment process is not
secure, then an attacker could sniff into the overlay with@sen nodeld and get control
over the local objects, or influence all traffic to and from thetim node. The nodeld
assignment process is secured by delegating this cagabilt central, trusted authority.
A set of trusted certification authorities (CAs) are given ¢hpability to assign nodelds
to peers and to sign nodeld certificates, which bind a randodeld to the public key
that uniquely identifies a peer and an IP address. The CAsetisatrnodelds are chosen
randomly from the id space, and prevent nodes from forgirdgtas. Furthermore, these
certificates give the overlay a public key infrastructuretable for establishing encrypted
and authenticated channels between nodes. Secure messageling on the Internet

can be achieved through secure transport layer conneciminsas TLS and SSL.

2.1.5 Resource Discovery

Chapter 3 presents a comprehensive taxonomy and survey enttised resource dis-

covery in computational Grid environment.
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2.2 Related Systems

2.2.1 Legion-Federation

The work [174] proposes a federated model for distributezpeoative resource manage-
ment. The model proposes federated resource sharing usgigrL[39] LRMS. It consid-
ers two levels of application schedulers in the system mgrhetal Site (LS) Scheduler
and Wide-Area (WA) scheduler. Every member site has to mistize these scheduling
services. LSes or LRMSes are responsible for managing artdotong the set of re-
sources assigned to them (domain specific). Various WA sdbexlin conduction with
respective LSes coordinate and enable WA application sdimgd WA scheduler has two
functional components including a Scheduling Manager (&Kith is an interface to LS,
and a Grid Scheduler (GS) which connects to other SMes indtieréted system. The
connection topology between GSes is a fully connected gsapileture. The distributed
information between various SMes is managed though a diiationtaining addresses
of other SMes). When a job arrives at a SM, a set aftes out of totaln sites are se-
lected as future candidates. Following this, a job queryest(containing job type and
composition) is sent té remote sites to initiate bidding on completion time. Eachote
GS then contacts its LS through components to obtain job timap time on the local
resource. The projected job completion time is returnetiéanitiator SM. The initiator
SM then schedules the job on the remote site which had bidixtke least projected job

completion time.

2.2.2 AMDLoad

The work [86] proposes the load balancing framework basethermechanism design
theory. The Algorithmic Mechanism Design (AMD) theory isesgication of outputs
and payments to agents that lead them to behave in a way thdtsrén system-wide
equilibrium [64]. This work considers the AMD problem for @parameter agents in
which, (i) a finite set of outputs is given, (ii) each agent Agsivately known parameter
t; called true value, (iii) each agent’s goal is to maximizepitsfit, and (iv) the goal of

the mechanism is to select an output that optimizes a givehfaaction. So, the work
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designs a truthful mechanism for solving the static loadubehg problem in heteroge-
neous distributed system. Each computer in the distribsystem is characterized by
its processing rat@;, and only computei knows the true value of its processing rate.
The cost in each computer is proportional to its utilizatéord the payment is given for
the provided utilization. The profit is defined as the differe between the payment and
the cost. Under this static environment, they analyse asdydehe optimal algorithm
to find the fraction of load\; that is allocated to each computesuch that the expected
execution time is minimized. The proposed framework is Basea centralized model so
that a dispatcher decides the allocation and payment of @auputer. For a given static
job arrival rate, the dispatcher sends a request for bid agessto each computer. When
a computer receives the bid request, it replies with its bjg() to the dispatcher. After
the dispatcher collects all the bids, it computes the optiafiocation and payment for
each computet. The dispatcher executes this protocol periodically ormite total job

arrival rate is changed.

2.2.3 Trader-Federation

The work [73, 74] highlights the necessity of coordinatesbrece management in dis-
tributed systems. It presents a scheme called federatidmstfouted resource traders,
which couples various autonomous resources or resourcgdpre. A resource trader

entity acts as an intermediary between consumers and @rsvidvery trader has local
users, clients and resources who are members of the localroesdomain. Federation of
traders enables the participants to trade resources aldoattand the Internet levels. Var-
ious traders cooperate within the federation to maximisadirtg function. The trader

presents two interfaces, local interface for its local ssand local resource providers,
while remote interface to other traders in the federatidre federation works as a market
place where various traders can negotiate for QoS paragnesponse time, accuracy and
details for a request) requested by the local users. Theestgouting within the federa-

tion is based on a trading graph. The trading graph definésseiift communication paths
between traders. A resource request along with its QoS peeasiis exchanged among

traders. If a trader on the routing path cannot satisfy tiqeest locally, then the request
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is forwarded to other traders in the federation. Every tradaintains a service offer on
behalf of its local resource provider. Every incoming resjue matched against the local
service offer. In case the match occurs, the message is eghimum the system and the

initiator trader is informed about the deal.

2.2.4 Sharp

Sharp [76] is a framework for secure distributed resourceagament. Participant sites
can trade their resources with peering partners or comgrithem to a peer federation
according to the local site sharing policies. Sharp fram&welies on the bartering econ-
omy as the basis to exchange resources between resourcendomaryptographically

signed object called Resource Tickets (RTs) is issued by paditipating site. These

RTs are exchanged between the participating sites forititoilg coordinated resource
management. In Sharp framework, every participating sitempletely autonomous and
holds all the rights over the local resources. Sharp framlewonsiders collection of

logical sites or domains, each running local schedulergligsical resources (e.g. pro-
cessors, memory, storage, network links, sensors) unsl@oittrol. The fundamental
resource management software entities in Sharp includeasihority, service manager
and agents. These entities connect to each other based en@fgeer network model.

The resources at each site are managed by a site authorityy mhintains the hard state.
The site authority accepts the resource claims presentedrbgte sites in the system.
Resource agents mediate between site authorities and cesmamsumers (service man-
agers). A resource is allocated to the service manager ar She using the two-phase
negotiation process. Initially, a service manager obtainssource claim in the form of a
ticket from an agent. In the second phase, the service mapaggents the ticket to the
appropriate site authority to redeem it. The authority neggat the ticket or it may honor
the request by issuing a lease for any subset of resourcesnos specified in the ticket.
A lease is hard claim over concrete resources, and is gega@nalid for its term unless

a failure occurs.
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2.2.5 Agent-Federation

The work in [130] proposes a multi-agent infrastructure #yzplies an SLA protocol for
solving the Grid superscheduling problem. The SLA negiatigprotocol is based on the
Contract Net Protocol [156]. The system models three typegehts: User agent (UA),
Local Scheduler agent (LSA) and Superscheduler agent (I84&)y active site in the
system instantiates these agents. The UAs are the resaurseraers who submit jobs to
SSA for execution on the Grid platform. The UA also specified $ased QoS param-
eters such as expected response time, budget and prefestsdassociated with the job.
The LSA functionality is similar to LRMS, managing job exeomt within an adminis-
trative domain. LSA obtains jobs from the SSA that are sutemiiby local and remote
UAs. The SSA agents are responsible for coordinating jolersgheduling across differ-
ent sites in the system. The SSA agents negotiate SLA pagasneith the local LSA and
remote SSA before scheduling the job. The model defines tadskof SLAs: Meta-SLA
and Sub-SLA. Meta-SLA refers to the initial SLA parameteanbraitted by the UA to
its SSA. A Meta-SLA presents high-level job requirementd arcan be refined during
negotiation process with the SSA, while the Sub-SLA referthé SLA parameters that
are negotiated between SSA and remote site SSA. The SSA gesesthe Meta-SLAS
to form Sub-SLAs. The Sub-SLA can contain much low-levebrgse description such

as the amount of physical memory required and the numberockgsors required.

2.2.6 Multi-Request

The work in [163] presents a Grid superscheduling protoeskl on multiple job SLA
negotiation scheme. The key factor motivating this workedundantly distributing the
job execution requests to multiple sites in a Grid insteafisf sending to most lightly
loaded one. The authors argue that placing job in the quemeléiple sites increases the
probability that the back-filling strategy will be more efteve in optimizing the schedul-
ing parameters. The superscheduling parameters inclsdenee utilization and the job
average turn around time. In other words, the schedulingrpaters are system centric.
The LRMSes at various Grid sites apply First Come First Ser@@&) policy with Easy

Back-filling [65] approach for resource allocation. Furihiéere system proposes dual
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queuing systems at each site. One queue for local jobs, wthier queue for remote
jobs. The easy back-filling resource allocation schemesgigher priority to the local

job queue than the remote job queue.

2.2.7 VO-Ranka

The work [98] proposes and investigates a framework thablesgolicy based resource
management in Grid computing. It considers a schedulirajegly that controls the re-
guest assignment to resources by adjusting resource useg@ds or by assigning vary-
ing request priorities. Proposed approach also suppa@esvation based Grid resource
allocation. The system can provide different levels of Q@Sassigning varying levels
of privileges to users, groups and requests. The work cersi@rid environment as a
collection of virtual organizations (VOs), which is a groapconsumers and producers
collaborating together to facilitate usage of high-end puotational resources. Further,
these organizations can be distributed nationwide or wade, may participate in one or
more virtual organizations by sharing some or all of thesotgces. Resource providers
and resource consumers who are part of VO, share resouragsfinjng how resource
usage takes place in terms of where, what, who and when. riésepts the policies in
a three dimensional space consisting of resource providgource consumer and time.
A resource provider is considered as an entity, which sheoe®e particular physical re-
sources within the context of VO and grid. Further, eachuesmprovider is augmented
by a list of resource configuration such as CPU, memory, stospgce, bandwidth, etc.

A resource consumer is defined as an entity that consumesarces

2.2.8 NASA-Scheduler

The work [152] models a Grid superscheduler architectuik sindies three different
distributed job migration algorithms. Each computatioredource site has a Grid su-
perscheduler (GS) and a local scheduler (LRMS). Schedulinige Grid environment is
facilitated through cooperation between site specific LRM8 the GS. Resource man-
agement and job scheduling activities related to the laesdurces is handled by LRMS.

While the GS is responsible for resource discovery, momitpsystem status (utilization,
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network condition), coordinating job migration relatedonmation with other GS in the
system. The distributed scheduling parameters influerecjof migration decision in the
system include approximate wait time (AWT), expected ruret{lBRT) and resource uti-
lization status (RUS). The GS considers three job migraigorithms including sender-
initiated, receiver-initiated and symmetrically-intea. Details about these algorithms
can be found in [152]. A job migration process includes aesedf job specific and
resource specific coordination inflammation exchange batw&Ses. A job is selected
for migration if the local GS determines that AWT for a giveb jon the local resource is
above some prefigured threshold vatueA GS initiates a job migration process by query-
ing all of its partner resources about ERT, AWT of the job aralrésulting RUS. ERT
varies between various computational resources dependitige hardware and software
types. Based on the query response, a GS calculates theiglatemaround cost (TC) of
itself and each partner. Further optimal TC is computed bgraing up AWT and ERT.

If the minimum TC is within a small tolerance limit for multgmachines, then the site

with the lowest RUS is chosen for job migration.

2.29 MOSIX-Fed

MOSIX is a cluster management system that applies procegsitian to enable a loosely
coupled Linux cluster to work like a shared memory paralehputer. Recently, it has
been extended to support a Grid of clusters to form a singbpe@tive system [16].
Basic feature of the federated environment includes autonead balancing among par-
ticipant clusters (owned by different owners) while presey the complete autonomy.
Proposed resource coupling scheme can be applied to forrmpusaor an enterprise
Grid. MOSIX federation aims toward hierarchical couplinigctuster resources under
same administrative domain. Resource discovery in suchrangement is facilitated
by hierarchical information dissemination scheme, thaixéss each node to be aware of
the latest system wide state. Key features of MOSIX fedematiclude dynamic, Grid-
wide preemptive process migration. Scheduling decisioeasased on adaptive on-line
scheduling algorithm that tries to optimise the systemraeparameters (throughput, uti-

lization). Additionally, scheduling decision also coreisl the information gathered as
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a result of hierarchical dissemination scheme. Such indtion helps in allocating the
processes to appropriate nodes in the grid. The MOSIX féidaraupports dynamic par-
titioning of cluster nodes based on ownership. This meaaisttie ownership of nodes
in a cluster changes over a period of time reflecting the megodemand pattern. Each
user is allowed to create his processes on the nodes befptrgims partition. However,
to support dynamic load balancing a user, specifically a wadeer, can configure to host
remote processes thus contributing to the federated Grithis case, an owner can make
two sets of machines, one for home users, while other for tenngers. Thus, this allows

a resource owner to clearly define what is shared and what.is no

2.2.10 CondorFlock P2P

The work [29] presents a scheme for connecting existing Cowdok pools using P2P
routing substrate Pastry [143]. Inherently, P2P substi® in automating the resource
discovery in the Condor Flock Grid. Resource discovery in thekfis facilitated through
resource information broadcast to the pools whose ids appehe Pastry node’s rout-
ing table. The contacted pools reply with the message coinigrtheir willingness about
resource sharing. This information is saved for future dahlieg decisions. However, it
implies that a Condor pool in the flock is only aware of the stibbeesources available in
the system. Note that, the proposed P2P-based overlay rkefaailitates only resource
discovery, while other decisions such as resource shadhgyps controlled by the pool
managers. The proposed scheme periodically compares thesmseich as queue lengths,
average pool utilization and resource availability scenand based on these statistics a
sorted list of pools from most suitable to least suitableosniulated. Using this list, a
Condor pool chooses appropriate pools for flocking. Core CohBdS has also been
extended to work with Globus [70], the new version is callech@w-G resource bro-
ker, which enables creation of global Grids and is desigoedih jobs across different
administrative domains. This system basically interadth the resources managed by
Globus system. This enables general purpose Globus teokdive a particular problem
(i.e., high-throughput computing) on the Grid. Its featuneclude a full-featured queu-

ing service, credential management and enhanced faghatote mechanism (local crash,
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network failure, remote crash).

2.2.11 OurGrid

OurGrid [9] provides a Grid superscheduling middlewareaasfructure based on the
JXTA routing overlay. The OurGrid community is a collectioha number of OurGrid
Peers (OGPeers) that communicate using JXTA protocolsysie in the system hosts
OG Peer service. A resource consumer (user) runs a broksysigm called OGBro-
ker (an application-level scheduler). Every OGBroker catsméo OurGrid community
through its local OGPeer. A resource provider runs the softvgystem called Swan, that
facilitates access to his resource for any user in the Odr@mmunity. To summarise,
a site in the OurGrid system has following software comptsm&wan, OGBroker and
OGPeer. The resource sharing in OurGrid is based on P2Fhaléng model such that
every participant contributes as well as consumes ressuotigom the community. To
negate free-riding in a computational Grid environmerd,ittodel defines a new trust and
reputation management scheme caledwork of Favor$8]. A user submits his applica-
tion to his OGBroker. Depending on the user’s applicatiomnement, OGBroker sends
the request for Grid machines to other OGPeers though thA d¥&rlay. Depending on
the resource availability pattern and initiator site’sutgtion, the OG Peers reply to the
resource query. In other words, superscheduling in Our(Srgtimarily driven by the

site’s reputation in the community.

2.2.12 Bellagio

Bellagio [13] is a market-based resource allocation systerfefierated distributed com-
puting infrastructures. Users specify resources of isterethe form of combinatorial
auction bids. Thereafter, a centralised auctioneer aksceesources and decides pay-
ments for users. The Bellagio architecture consisteesburce discovergndresource
market For resource discovery of heterogeneous resources, Rellags SWORD [128].
For resource market, Bellagio uses a centralised auctidersysn which users express
resource preferences using a bidding language, and a jgesiaction allocates resources

to users. A bid for resource includes sets of resourceseatkgirocessing duration, and
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the amount of virtual currency which a user is willing to spefhe centralised auctioneer
clears the bid every hour. The resource exchange in therdwsystem is done through
virtual currency. Virtual currency is the amount of credisige has, which is directly
determined by the site’s overall resource contributiorht® federated system. Bellagio
employs Share [48] for resource allocation in order to supaaombinatorial auction
for heterogeneous resources. Share useththshold rule[106] to determine payments.
Once the payment amount of each winning bid has been detedrbinthe threshold rule,

the winning bidders receive resource capabilities aftarging the appropriate amount.

2.2.13 Tycoon

Tycoon [109] is a distributed market-based resource dilmecaystem. Application schedul-
ing and resource allocation in Tycoon is based on decesghisolated auction mecha-
nism. Every resource owner in the system runs its own auétiohis local resources.
In addition to this, auctions are held independently, thesrty lacking any coordina-
tion. Tycoon system relies on centralised Service Locaiervices (SLS) for indexing
resource auctioneers’ information. Auctioneers registeir status with the SLS every 30
seconds. In case an auctioneer fails to update its infoomatithin 120 seconds then SLS
deletes its entry. Application level superschedulersaxirthe SLS to gather information
about various auctioneers in the system. Once this infoomas$ available, the super-
schedulers (on behalf of users) issue bids for differerdueses (controlled by different
auctions) constraint to resource requirement and availaldiget. In this setting, various
superschedulers might end up bidding for small subset ofuress while leaving the rest

underutilized. In other words, superscheduling mechais@rly lacks coordination.

2.2.14 Nimrod-G

Nimrod-G [3, 30] is a resource management system (RMS) tihe¢sas a resource bro-
ker and supports deadline and budget constrained algarithnscheduling task-farming

applications on the platform. It allows the users to leasd# @ggregate resources de-
pending on their availability, capability, performancestand users QoS constraints.

Application scheduling is based on user-centric pararsefidne broker is capable of dy-
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namically leasing Grid services/resource at runtime déjpgnon their cost, capabilities,
availability and users’ requirements. Nimrod-G gathes®ugce information by querying
the MDS-1/2/3 information services of the Globus systeme Wimrod-G resource bro-
kering suffers from a lack of coordination, i.e., it does oonhsider the presence of other

Nimrod-G brokers in the system while formulating applioatschedules.

2.3 Summary and Conclusion

There are different projects that aim toward assembling @&sources as part of a large
scale resource sharing environment. Every approach hasezbdifferent network mod-
els for resource information and broker organisation. Briokeapproaches including
Nimrod-G, and Condor-G can be combined together to form aauamdinated decen-
tralised broker network that utilises the resource indg»garvices of centrally or hier-
archically organised information services such as RGMA [188S-2/3, and Hawk-
eye [182]. These brokering systems do not focus towarddiegablarge scale coopera-
tive environment.

VO-based approaches such as LHC Data Grid network, and V@sRamnect both
resource brokers and information services in hierarchy-b@®ed approaches are supe-
rior to the resource brokering approaches with respectdasyistem-wide coordination.
Mosix-Fed connects the departmental clusters in hieraatty performs load-adaptive
process migration. The scalability of the Mosix-Fed enviment to Grid scale has not
been explored yet.

Other approaches to Grid resource assembling includingpSAgcoon, Bellagio,
OurGrid, NASA-Scheduler, CondorFlock P2P, Multi-Requesader-Federation, AMD-
Load, Agent-Federation, Legion-Federation focuses oblempa single and cooperative
resource sharing environment. These systems utiliseerdiif types of methodology in
coordinating application scheduling and resource allonafl he finer details on schedul-
ing and coordination protocols are discussed in the rete@gxonomy section. The next
chapter presents a comprehensive study on P2P based coBmplexesource queries. It

discusses the taxonomies related to the Grid resource dhaét@ork organisation.



Chapter 3

Peer-to-Peer Grid Resource

Discovery: State of the Art

Efficient Resource discovery mechanism is one of the fundéahssguirement for Grid
computing systems, as it aids in resource management aedwdoiy of applications. Re-
source discovery activity involve searching for the appiaip resource types that match
the user’s application requirements. Various kinds of tiahs to Grid resource discov-
ery have been suggested, including the centralised andrbiecal information server
approach. However, both of these approaches have semostions in regards tecal-
ability, fault-tolerance and network congestiofio overcome these limitations, indexing
resource information using a decentralised (such as P2Rpriemodel has been actively

proposed in the past few years.

This chapter investigates various decentralised resaliscevery techniques primar-
ily driven by P2P network model. To summarise, this chaptesgnts a: (i) resource
taxonomy with focus on computational Grid paradigm; (iiFP2xonomy with focus on
extending the current structured systems (such as Ditgdldtdash Tables) for indexing
dimensionalGrid resource queries; (iii) detailed survey of existingk#that can support
d-dimensional Grid resource queries; and (iv) classificatbthe surveyed approaches

based on the proposed P2P taxonomy.

35
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3.1 Introduction

Traditionally, resource brokers [105] including Nimrod-Gondor-G and Tycoon [109]
used services of centralised information services (suéh@A [183], Hawkeye [182],
GMD [181], MDS-1 [67]) to index resource information. Undeantralised organisation,
the schedulers send resource queries to a centralisedrcesadexing service. Simi-
larly, the resource providers update the resource stapesiaidic intervals using resource
update messages. This approach has several design issluetnig: (i) highly prone to
a single point of failure; (ii) lacks scalability; (iii) hlgnetwork communication cost at
links leading to the information server (i.e. network bertibck, congestion); and (iv) the
machine running the information services might lack theunegl computational power
required to serve a large number of resource queries andagyda

To overcome the above shortcomings of centralised appesaehhierarchical organ-
isation [182] of information services has been proposed/atesns such as MDS-3 [54]
and Ganglia [145]. MDS-3 organises VO [71] specific inforipatdirectories in a hierar-
chy. A VO includes a set of GPs that agree on common resouesegtpolicies. Every
VO in a grid designates a machine that hosts the informagorices. A similar approach
has been followed in the Ganglia system, which is designeoh@mitoring resources sta-
tus within a federation of clusters. Each cluster designateode as a representative to the
federated monitoring system. This node is responsibledpornting cluster status to the
federation. However, this approach also has similar problas the centralised approach

such as one-point of failure, and does not scale well forgelaumber of users/providers.

3.1.1 Decentralised Resource Indexing

Recently, proposals for decentralising a GRIS have gainedfisignt momentum. The
decentralisation of GRIS can overcome the issues relatedrtert centralised and hi-
erarchical organisations. An early proposal for deceisirgy Grid information services
was made by lamnitchi and Foster [97]. The work proposed aliz@ed approach for
organising the MDS directories in a flat, dynamic P2P netwdtlenvisages that every
VO maintains its information services and makes it avadadd part of a P2P based net-

work. In other words, information services are the peersh2@ network based coupling
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of VOs. Application schedulers in various VOs initiate ao@xe look-up query which is
forwarded in the P2P network using flooding (an approachairta one applied in the un-
structured P2P network Gnutella [41], [119]). Howeversthipproach has a large volume
of network messages generated due to flooding. To avoidafiisne to Live (TTL) field

Is associated with every message, i.e. the peers stop fdirngea query message once the
TTL expires. To an extent, this approach can limit the nekwoessage traffic, but the
search query results may not be deterministic in all casass,Tthe proposed approach

can not guarantee to find the desired resource even thougikts & the network.

A
Site 1 v Site 2
Broker
:"' ] T
T LRMS || ypdate VL°°k“p Update | T T LRMS
g A 7
o !
Lookup Peer-to-Peer
<> Broker <> Query System
Internet
X
Updat%

Figure 3.1: Brokering and resource queries.

Recently, organising a GRIS over structured P2P networks é&s Widely explored.
Structured P2P networks offer deterministic search quesylts with logarithmic bounds
on network message complexity. Structured P2P look-ugsystncluding Chord [161],
CAN [140], Pastry [143] and Tapestry [184] are primarily kdhea Distributed Hash Ta-
bles (DHTs). DHTs provide hash table like functionality la¢ internet scale. A DHT is
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a data structure that associates a key with a data. Entribe idistributed hashtable are
stored as a (key,data) pair. A data can be looked up withigaridhmic overlay routing
hops if the corresponding key is known. Fig. 3.1 shows anratisinodel for organising
resource brokering systems over a P2P query system. Therbrakcess the resource
information by issuing lookup queries. The resource pressdegister the resource infor-
mation through update queries.

It is widely accepted that DHTs are the building blocks foxtageneration large
scale decentralised systems. Some of the example digtilsystems that utilizes DHT
routing substrate include distributed databases [95g@mmunication [38], E-mall
services [123], resource discovery systems [15, 42, 128, 168] and distributed stor-
age systems [56]. Current implementations of DHTs are knawhbet efficient forl-
dimensional queries [95] such as “find all resources thatimidte given search point”. In
this case, distinct attribute values are specified for nesoattributes. Extending DHTs
to supportd-dimensional range queries such as finding all resourcé®tealap a given
search space is a complex problem. Range queries are basadgenaf values for at-
tributes rather than on a specific value. Current works inolyiL0, 24, 33, 42, 52, 128,
134, 150, 159, 168] have studied and proposed differentisohito this problem.

3.1.2 Conceptual Design of a Distributed Resource Indexing System

A layered architecture to build a distributed resourcexmgsystem is shown in Fig. 3.2.

The key components of a Internet-based resource indexsigrayincludes:

e Resource layer:This layer consists of all globally distributed resourdest tare di-
rectly connected to the Internet. The range of resourcégdaadesktop machines,
files, supercomputers, computational clusters, storageate databases, scientific
instruments and sensor networks. A computational resamaiceun variants of op-
erating systems (such as UNIX or Windows) and queuing sys{eath as Condor,
Alchemi, SGE, PBS,LSF).

e Lookup layer: This layer offers core services for indexing resources atititer-

net scale. The main components at this layer are the middéswthat support
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Figure 3.2: Distributed resource indexing: a layered apgino

Internet-wide resource look-ups. Recent proposals at dlyisrlhave been utiliz-
ing structured P2P protocols such as Chord, CAN, Pastry anelsTigp DHTs of-
fer deterministic search query performance while guagngglogarithmic bounds
on the network message complexity. Other, middlewaresistlalyer includes
JXTA [173], Grid Market Directory (GMD) [181] and unstructd P2P substrates
such as Gnutella [41] and Freenet [49].

Application layer: This layer includes the application services in various dios
including: (i) Grid computing; (ii) distributed storageiiX P2P networks; and (iv)
Content Delivery Networks (CDNSs) [148], [131]. Grid compufisystems includ-
ing Condor-Flock P2P [29] uses services of Pastry DHT to inclexdor pools
distributed over the Internet. Grid brokering system sustthee Nimrod-G uti-
lizes directory services of Globus [70] for resource indgxand superscheduling.
The OurGrid superscheduling framework incorporates JXdirehabling commu-
nication between OGPeers in the network. Distributed g®isystems including
PAST [59] and OceanStore [107] utilizes services of DHTshsas Pastry and
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Tapestry for resource indexing.

The rest of this chapter is organised as follows. Sectionp8e&ents taxonomies
related to general computational resources’ attributesk-lUp queries and organisation
model. Section 3.3 discusses taxonomies for P2P netwodnmation,d-dimensional
data distribution mechanism and query routing mechanisuti& 3.4 summarizes vari-
ous algorithms that model GRIS over a P2P network. Section@1pares the surveyed
algorithms based on their scalability and index load-batemcapability. Section 3.6 pro-
vides recommendation on utilising the surveyed approarhgsplementing a resource
discovery system. Finally, the chapter with discussion penoissues in Section 3.7 and

conclusion in Section 3.8.

3.2 Resource Taxonomy

The taxonomy for a computational Grid resource is dividdd the following (refer to

Fig. 3.3): (i) resource organisation; (ii) resource attté) and (iii) resource query.

Resource Organisation
Taxonomy

Resource
Taxonomy ]

Resource Attribute
Taxonomy

Resource Query
Taxonomy

Figure 3.3: Resource taxonomy.

3.2.1 Resource/GRIS organisation
The taxonomy defines GRIS organisation as (refer to Fig. 3.4) :

e Centralised: Centralisation refers to the allocation of a#ry processing capability
to single resource. The main characteristics of a centdbgpproach include con-

trol and efficiency. All look-up and update queries are sera single entity in the
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system. GRISes including RGMA [183] and GMD [181] are basedentralised

organisation.

e Hierarchical: A hierarchical approach links GRIS’s eith&edtly or indirectly, and
either vertically or horizontally. The only direct links ahierarchy are from the
parent nodes to their child nodes. A hierarchy usually foantiee like structure.
GRIS system including MDS-3 [54] and Ganglia [145] are basedhis network

model.

e Decentralised: No centralised control, complete auton@uthority and query pro-
cessing capability is distributed over all resources indpgtem. The GRIS or-
ganised under this model is fault-tolerant, self-orgagsand is scalable to large

number of resources. More details on this organisation ednind in Section 3.3.

There are four fundamental challenges related to diffepegainisation models in-
cluding: (i) scalability; (i) adaptability; (iii) availkility; and (iv) manageability.
Centralised models are easy to manage but do not scale welln Wdteork links
leading to the central server get congested or fail, therpdréormance suffers.
Hence, this approach may not adapt well to dynamic netwonklitions. Further,
it presents a single point of failure, so overall availapibf the system degrades
considerably. Hierarchical organisation overcomes sofr@ese limitations in-
cluding scalability, adaptability and availability. Howes, these advantages over a
centralised model comes at the cost of overall system mabddg In this case,
every site specific administrator has to periodically eashie functionality of their
local daemons. Further, the root node in the system may mressingle point
failure similar to the centralised model. Decentralisestems, including P2P, are
coined as highly scalable, adaptable to network conditmakhighly available. But

manageability is a complex task in P2P networks as it inclosat network traffic.

3.2.2 Resource Attribute

A compute Grid resource is described by a set of attributeshwik globally known to the

application superschedulers. The superscheduler whioteiested in finding a resource
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Figure 3.4: Resource organisation taxonomy.
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Figure 3.5: Resource attribute taxonomy.

to execute a user’s job issues queries to GRIS. The queries@mbination of desired
attribute values or their ranges, depending on the usdr’sgmposition. In general, com-
pute resources have two types of attributes: (i) static edfikalue attributes such as: type
of operating system installed, network bandwidth (both LaMN WAN interconnection),
network location, CPU speed, CPU architecture, softwaramjbinstalled and storage
capacity (including physical and secondary memory); aindl{inamic or range valued
attributes such as CPU utilisation, physical memory utilisg free secondary memory
size, current usage price and network bandwidth utilisatibigure 3.5 depicts the re-

source attribute taxonomy.
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3.2.3 Resource Query

The ability of superschedulers such as MyGrid, Grid-Fetitemadgent, Nimrod-G, NASA-
Scheduler, Condor-Flock P2P to make effective applicattbbeduling decision is directly
governed by the efficiency of GRIS. Superschedulers needaoyquGRIS to compile
information about resource’s utilisation, load and curaastess price for formulating the
efficient schedules. Further, a superscheduler can alsy gueRIS for resources based
on selected attributes such as nodes with large amountsysigahand secondary mem-
ory, inter-resource attributes such as network latenaybar of routing hops or physical
attributes such as geographic location. Similarly, thewese owners query a GRIS to
determine supply and demand pattern and accordingly sqiribe. The actual seman-
tics of the resource query depends on the underlying Gridrsapeduling model or Grid

system model.

Resource Query Type

Superscheduling or brokering systems require two basiestyyy queries: (i) resource
look-up query (RLQ); and (ii) resource update query (RUQ).RAQ is issued by a su-
perscheduler to locate resources matching a user’s jolireagents, while an RUQ is an
update message sent to a GRIS by a resource owner about théyungdesource condi-
tions. In Condor-flock P2P system, flocking requires sendin@®&to remote pools for
resource status and the willingness to accept remote joliingiess to accept remote
jobs is a policy specific issue. After receiving an RLQ mess#gecontacted pool man-
ager replies with an RUQ that includes the job queue lengtirage pool utilization and
number of resources available. The distributed flockingaselol on the P2P query mech-
anism. Once the job is migrated to the remote pool, basichma&ing [135] mechanism
is applied for resource allocation. In Table 4.1, we preBd) and RUQ queries in some

well-known superscheduling systems.
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An Example Superscheduling Resource Query

In this section we briefly analyse the superscheduling qaemgposition in the super-
scheduling system called Tycoon [109]. The Tycoon systeptiegpmarket-based prin-
ciples, in particular an auction mechanism, for resourceagament. Auctions are com-
pletely independent without any centralised control. Evesource owner in the system
coordinates its own auction for local resources. The Tyaystem provides a centralised
Service Location Service (SLS) for superschedulers toxmesource auctioneers’ infor-
mation. Auctioneers register their status with the SLSe@€rseconds. If an auctioneer
fails to update its information within 120 seconds then th8 Seletes its entry. Applica-
tion level superschedulers contact the SLS to gather irdtiom about various auctioneers
in the system. Once this information is available, the ssgeedulers (on behalf of users)
issue bids for different resources (controlled by différanctions), constrained by re-
source requirement and available budget. A resource biefisatl by the tuple/( r, b, t)
whererh is the host to bid ony; is the resource typé,is the number of credits to bid, and
t is the time interval over which to bid. Auctioneers deterenthe outcome by using a

bid-based proportional resource sharing economy model.

Auctioneers in the Tycoon superscheduling system send & ®lUthe centralised
GRIS (referred to as service local services). The update agessonsists of the total
number of bids currently active for each resource type aeddtal amount of each re-
source type available (such as CPU speed, memory size, disk)spAn auctioneers RUQ

has the following semantics:

total bids = 10 && CPU Arch = “pentium” && CPU Speed =
2 GHz && Memory = 512

Similarly, the superscheduler, on behalf of the Tycoon sjsissues an RLQ to the
GRIS to acquire information about active resource aucticnigethe system. A user re-

source look-up query has the following semantics:

return auctioneers whose CPU Arch = “i686" && CPU Speed >
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1 GHz && Memory > 256

Table 3.1: Resource query in superscheduling or brokerigtgss.

System
Name

Resource Lookup Query

Resource Update Query

GRIS Model

Condor-
Flock P2P

Query remote pools in the rout- Queue length, average pool

ing table for resource status an
resource sharing policy

dutilization and number of
resources available

Decentralised

Grid-
Federation

Query decentralised federatignUpdate resource access price anBecentralised
thdt resource conditions (CPU

directory for resources
matches user’s job QoS requir

ment (CPU architecture, no. of no. of free processors)

processors, available memor
CPU speed)

y;

e-utilisation, memory, disk space,

D

Nimrod-G

Query GMD or MDS for
resources that matches jobs
resource and QoS requirement

Update resource service prig
and resource type available

eCentralised

Condor-G

Query for available resource
using Grid Resource Informatio

Protocol (GRIP), then individual

resources are queried for
current status depending on
superscheduling method

Update resource information t
n MDS using GRRP

o Centralised

Our-Grid

MyPeer queries OGPeer for
resources that match user’s job
requirements

Update network of favors cred
for OurGrid sites in the
community

t Decentralised

Gridbus
Broker

Query GMD or MDS for
resources that matches jobs
resource and QoS requirement

Update resource service prig
and resource type available

eCentralised

Tycoon

Query for auctioneers that areUpdate number of bids currentl

currently accepting bids an
matches user’s resource
requirement

d active and current resource
availability condition

y Centralised

Bellagio

Query for resources based ¢
CPU load, available memory

nUpdate resource conditions
, including CPU , memory and

inter-node latency, physical andnetwork usage status

logical proximity

Decentralised

Mosix-Grid

Information available at eac
node througlgossiping
algorithm

memory status and network
status

h Update CPU usage, current loadHierarchical

In Fig. 3.6, we present the taxonomy for GRIS RLQ and RUQ. In genéhe re-
source queries [142] can be abstracted as lookups for sijasted on a single dimen-
sion or multiple dimensions. Since, a Grid resource is ifiedtby more than one at-
tribute, an RLQ or RUQ is alwayg-dimensional. Further, both thedimensional and

d-dimensional query can specify different kinds of consiion the attribute values. If
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Query

Single dimension Multiple dimension
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Figure 3.6: Resource query taxonomy.

the query specifies a fixed value for each attribute then dfesred to as d-dimensional

Point Query(DPQ). However, in case the query specifies a range of vatuedtributes,

then it is referred to as é&dimensional Window QuerPWQ) or d-dimensional Range

Query(DRQ). Depending on how values are constrained and searohetiése queries

are classified as:

e Exact match query: The query specifies the desired valuealffsesource at-

tributes sought. For example, Architecture='x86" and CRw&I='3 Ghz’ and
type=‘SMP’ and price='2 Grid dollars per second’ and RAM=&8IB’ and No. of
processors=10 and Secondary free space='100 MB’ and Imeexd bandwidth="1
GB/s’ and OS='linux’. (Multiple Dimension Exact Match Query

Partial match query: Only selected attribute values areipd. For example, Ar-
chitecture=‘sparc’ and type="SMP’ and No. of processos5Multiple Dimen-

sion Partial Match Query).

Range queries: Range values for all or some attributes aréieged-or exam-
ple, Architecture='Macintosh’ and type=‘Cluster’ and ‘1 @H< CPU-Speed ‘3
GHz’ and '512MB’ < RAM < ‘1 GB’. (Multiple Dimension Range Query).

Boolean queries: All or some attribute values satisfyingaserboolean condi-
tions. Such as, ((not RAM: ‘256 MB’) and not No. of processors 5). (Multiple

Dimension Boolean Query).
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3.3 P2P Taxonomy

The taxonomy for P2P based GRIS is divided into the followirejer to Fig. 3.7): (i)
P2P network organisation; (ii) data organisation; and {idimensional query routing

organisation.

P2P Network
Organisation

P2P

— Data
Taxonomy

Organisation

d-dimensional

Query Routing

Figure 3.7: Peer-to-Peer network taxonomy.

3.3.1 P2P Network Organisation

The network organisation refers to how peers are logicaliyctured from the topological
perspective. Fig. 3.8 shows the network organisation taxgnof general P2P systems.
Two categories are proposed in P2P literature [122]: uoitrad and structured. An un-
structured system is typically described by a power law oamdraph model [23, 50], as
peer connections are based on the popularity of contentseTegstems do not put any
constraints on placement of data items on peers and howpeéntain their network con-
nections. Detailed evaluation and analysis of network rsof@, 101] for unstructured
systems can be found in [118]. Unstructured systems inatutiapster, Gnutella and
Kazaa offer differing degrees of decentralisation. Thereegf decentralisation refers
to the extent peers can function independently with resgeetficient object look-up
and query routing. Our taxonomy classifies unstructuretkgys agleterministicor non-
deterministig118].

Deterministic system means that a look-up operation wikbecessful within prede-
fined bounds. Systems including Napster, BitTorrent fabh ithis category. In these sys-

tems, the object lookup operation is centralised while doaahis decentralised. Under
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Figure 3.8: Peer-to-Peer network organisation taxonomy.

centralised organisation, a specialised (index) servéntaias the indexes of all objects
in the system (e.g Napster, BitTorrent). The resource gsi@re routed to index servers
to identify the peers currently responsible for storingdlesired object. The index server
can obtain the indexes from peers in one of the following wéypeers directly inform
the server about the files they are currently holding (e.gpsia); or (ii) by crawling
the P2P network ( an approach similar to a web search endlite) look up operations
in these systems is deterministic and is resolved with a éaxitp of O(1). We classify
JXTA as an unstructured P2P system that offers deternurssi@rch performance. At
the lowest level JXTA is a routing overlay, not unlike rogtéhat interconnect to form
a network. Hence there is no structure, but there is a rowaiggrithm that allows any

router to router communication. In JXTA both object look-apd download operations
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are completely decentralised.

Other unstructured systems including Gnutella, FreeregiTfack and Kazaa offer
non-deterministic query performance. Unlike Napster oif@&itent, both object lookup
and download operation in these systems are decentralisaxth peer maintains indexes
for the objects it is currently holding. In other words, imde are completely distributed.
The Gnutella system employs a query flooding model for rgutibject queries. Every
request for an object is flooded (broadcasted) to the dyrecthnected peers, which in
turn flood their neighboring peers. This approach is usethenGRIS model proposed
by [97]. Every RLQ message has a TTL field associated withat (maximum number
of flooding hops/steps allowed). Drawbacks for flood-basedimg include high network
communication overhead and non-scalability. This issaeltdessed to an extent in Fast-
Track and Kazaa by introducing the notion of super-peerss dpproach reduces network

overhead but still uses a flooding protocol to contact sypeers.

Structured systems such as DHTs offer deterministic queasych results within log-
arithmic bounds on network message complexity. Peers in©$lith as Chord, CAN,
Pastry and Tapestry maintain an index flog (n)) peers where: is the total number
of peers in the system. Inherent to the design of a DHT aredif@nfing issues [14]: (i)
generation of node-ids and object-ids, called keys, usipgtographic/randomizing hash
functions such as SHA-1 [103, 133]. The objects and nodesapped on the overlay
network depending on their key value. Each node is assigrsgabnsibility for managing
a small number of objects; (ii) building up routing infornmat (routing tables) at vari-
ous nodes in the network. Each node maintains the netwoekitwcinformation of a
few other nodes in the network; and (iii) an efficient look-gyery resolution scheme.
Whenever a node in the overlay receives a look-up requestust ime able to resolve
it within acceptable bounds such as(tlog (n)) time. This is achieved by routing the
look-up request to the nodes in the network that are modylikestore the information
about the desired object. Such probable nodes are identifiesing the routing table
entries. Though at the core various DHTs (Chord, CAN, Pastry eire similar, still
there exists substantial differences in the actual impreat®n of algorithms including
the overlay network construction (network graph strugtureuting table maintenance

and node join/leave handling. The performance metrics Yatuating a DHT include
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fault-tolerance, load-balancing, efficiency of lookupsl anserts and proximity aware-
ness [115]. In Table-3.2, we present the comparative aisady<hord, Pastry, CAN and
Tapestry based on basic performance and organisation peemComprehensive details

about the performance of some common DHTs under churn caoulnel in [110].

Table 3.2: Summary of the complexity of structured P2P syste

P2P Overlay Lookup Network Routing Routing join/leave
System | Structure Protocol parameter table size complexity overhead
Chord 1- Matching n=number of| O(log(n)) | O(logn) O((logn)?)
dimensional] key and| nodes in the
circular-ID | NodelD network
space
Pastry Plaxton- Matching n= number| O(log,(n)) | O(b log,(n)+| O(logn)
style mesh| key and| of nodes in b)
structure prefix in | the network,
NodelD b=base of the
identifier
CAN d- key,value n=number| O(2d) O(d n'/?) 0O(2d)

dimensional| pairs  map| of nodes in
ID space to a point| the network,
P in the d- | d=number of
dimensional | dimensions

space
Tapestry | Plaxton- Matching n= number| O(log,(n)) | O(b log,(n)+| O(logn)
style mesh| suffix in | of nodes in b)
structure NodelD the network,
b=base of the
identifier

Other classes of structured systems such as Mercury do pbt egmdomising hash
functions for organising data items and nodes. The Mercystesn organises nodes into
a circular overlay and places data contiguously on this. riegfMercury does not apply
hash functions, data partitioning among nodes is nhon-tmifdHence it requires an ex-
plicit load-balancing scheme. In recent developments, gemeration P2P systems have
evolved to combine both unstructured and structured P2konks. \We refer to this class
of systems as hybrid. Structella [36] is one such P2P sydstatnréplaces the random
graph model of an unstructured overlay (Gnutella) with acitired overlay, while still
adopting the search and content placement mechanism ofianstd overlays to support
complex queries. Other hybrid P2P design includes Kelip$48d its variants. Nodes in

Kelips overlay periodically gossip to discover new memhbsrthe network, and during
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this process nodes may also learn about other nodes as tofdsokup communication.
Other variant of Kelips [87] allows routing table entriessimre information for every
other node in the system. However, this approach is basedsnmmgption that system
experiences low churn rate [110]. Gossiping and one-hojngapproach has been used
for maintaining the routing overlay in the work [158]. In Tal8.3, we summarize the
different P2P routing substrate that are utilized by theteng algorithms for organising
a GRIS.

3.3.2 Data Organisation

Traditionally, DHTs have been efficient fardimensional queries such as finding all re-
sources that match the given attribute value. Extending ®tdsupport DRQs, to index
all resources whose attribute value overlap a given seg@ates is a complex problem.
DRQs are based on ranges of values for attributes rather thapexific values. Com-
pared tol-dimensional queries, resolving DRQs is far more compltases there is no
obvious total ordering of the points in the attribute spdeerther, the query interval has
varying size, aspect ratio and position such as a windowygudre main challenges in-
volved in enabling DRQs in a DHT network [80] include efficiefi) data distribution
mechanisms; and (ii) data indexing or query routing techesq In this section, we dis-
cuss various data distribution mechanisms while we analgs® indexing techniques in
the next section.

A data distribution mechanism partitions thedimensional [20, 77] attribute space
over the set of peers in a DHT network. Efficiency of the disttion mechanism directly
governs how the query processing load is distributed anfumgéers. A good distribution

mechanism should possess the following characteristijs [8
e Locality: tuples or data points nearby in the attribute gpstoould be mapped to the

same node, hence limiting the lookup complexity.

e Load balance: the number of data points indexed by each peeatdsbe approxi-

mately the same to ensure uniform distribution of query essing [25, 139].

e Minimal metadata: prior information required for mappihg tattribute space to the

peer space should be minimal.
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e Minimal management overhead: during peer join and leaveabipa, update poli-
cies such as the transfer of data points to a newly joinedgye®ild cause minimal

network traffic.

In the current P2P indexing literature (refer to section),374dimensional data dis-
tribution mechanisms based on the following structuresehasen proposed (refer to
Fig. 3.10): (i) space filling curves; (ii) tree-based stues; and (iii) variant of SHA-1/2
hashing. In Table 3.4, we summarise various data structiges in different algorithms
for d-dimensional data distribution. Further, in Table 3.5, wesgnt a classification of
the existing algorithms based on the number of routing aysrutilized for managing

d-dimensional data.

Identifier [0,63]

Node O\(
= |
S
-% Nodg 1c
as
R /\ Node 19
CPU-Speed '

Nodk 32

Figure 3.9: An exampl@-dimensional data organisation in Squid based on Hilbe@.SF

The Space Filling Curves data structu~C9 [11, 99] includes the Z-curve [129]
and Hilbert’s curve [100]. SFCs map the givérdimensional attribute space intola
dimensional space. The work in [10] utilises space-fillingves (SFC), in particular
the reverse Hilbert SFC for mapping alimensional attribute space to a two-dimensional
CAN P2P space. Similarly, the work in [150] uses the Hilber€3& map ai-dimensional
index space into &-dimensional space. The resultibglimensional indexes are contigu-

ously mapped on a Chord P2P network. The approach propos8@]intjlises Z-curves
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for mappingd-dimensional space tb-dimensional space. SFCs exhibit the locality prop-
erty by mapping the points that are closel/tdimensional space to adjacent spaces in the
1-dimensional space. However, as the number of dimensi@nsases, locality becomes
worse since SFCs suffer from “curse of dimensionality” [L0&irther, SFC based map-
ping fails to uniformly distribute the load among peers & tata distribution is skewed.
Hence, this leads to a non-uniform query processing loaghéers in the network. In
Fig. 3.92-dimensional attribute space is contiguously mapped ta-ienensional Chord
space. Hilbert SFC index forms the basis for transformidgdanensional attribute space
to a 1-dimensional key space. The attribute point with HilbertCSRdex value25 is

mapped to the Nod# in the Chord space.

Some of the recent works [52, 81, 134, 166] utilize tree-bad&ta structures for
organising the data. The approach proposed in [166] adbetMX-CIF quadtree [147]
index for P2P networks. A distributed quadtree index assiggions of space (a quadtree
block) to the peers. If the extent of a spatial object goe®bdya quadtree block, then
recursive subdivision of the that block can be performedh\igood base hash function
one can achieve a uniform random mapping of the quadtrekdlacthe peers in the
network. This approach will map two quadtree blocks thatcéwse to each other to to-
tally different locations on the Chord space. Another regenmk called DragonFly [108],
uses the same base algorithm with an enhanced load balaacmgque called recursive
bisection [21]. Recursive bisection works by dividing a #@dtick recursively into two
halves until a certain load condition is met. The load coadits defined based on two
load parameters known as the load limit and the load thrdsltdnce, this approach has
better load balancing properties as compared to the SFGQHaggpeoaches in the case of

a skewed data set.

DragonFly builds ad-dimensional Cartesian space based on the Grid resource at-
tributes, where each attribute represents a single dimendihe logicald-dimensional
index assigns regions of space to the peers. If a peer isn@ssgregion (index cell) in
thed-dimensional space, then it is responsible for handlinghallactivities related to the
subscription and publication associated with the regioachEcell is uniquely identified

by its centroid, termed as theontrol point

Other approaches including [33, 168] manipulate existiH§g./2 hashing for map-
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ping d-dimensional data to the peers. MAAN addresseslthémensional range query
problem by mapping attribute values to the Chord identifi@cspvia a uniform locality
preserving hashing scheme. A similar approach is alsaetilin [170]. However, this
approach shows poor load balancing characteristics wheeatttibute values are skewed.
To conclude, the choice of data structure is directly goedrny the data distribution
pattern. A data structure that performs well for a particdi&ta-set may not do the same
in case the distribution changes. Additional techniquessas peer virtualization (as
proposed in Chord) or multiple realities (as proposed in CAldy e utilized to improve

the query processing load.

Locality Preserving

| Hashing Hashing
Technique Order Preserving
Hashing
Space Filling Hilbert
Data . Curves “
Structure Z-Curve Prefix Hash
—1 Tree
Range Seargh
Tree
Single P-tree
dimensional _—
Tree-based Space Quad Tres
Structure i p ]
Multi driven .| KD tree
dlmen3|onal{ Saia
. | Rtree
driven

Figure 3.10: Data structure taxonomy.

3.3.3 D-dimensional Query Routing

DHTs guarantee deterministic query lookup with logaritbimunds on network message
cost forl-dimensional queries. However, Grid RLQs are normally DPQRRQ. Hence,

existing routing techniques need to be augmented in ordeffitmently resolve a DRQ.
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Various data structures that we discussed in previousoseeffectively create a logical
d-dimensional index space over a DHT network. A look-up openanvolves searching
for a index or set of indexes in @dimensional space. However, the exact query rout-
ing path in thed-dimensional logical space is directly governed by the digaibution
mechanism (i.e. based on the data structure that mainternadexes).

In this context, various approaches have proposed diffecerting/indexing heuris-

tics. Efficient query routing algorithm should exhibit treléwing characteristics [80]:

e Routing load balance: every peer in the network on the aveshgeld route for-

ward/route approximately same number of query messages.

e Low per-node state: each peer should maintain a small numfbeyuting links
hence limiting new peer join and peer state update cost.bleTa4, we summarize

the query look-up complexity involved with the existing atighms.

Resolving a DRQ over a DHT network that utilises SFCs for datailbigion con-
sists of two basic steps [150]: (i) mapping the DRQ onto theoe¢levant clusters of
SFC-based index space; and (ii) routing the message to a8 fiest fall under the com-
puted SFC-based index space. The simulation based studggawn [80] has shown
that SFCs (Z-curves) incur constant routing costs irrespgecf the dimensionality of
the attribute space. Routing using this approach is basedskipagraph, where each
peer maintaing)(log(n)) additional routing links in the list. However, this apprbdtas
serious load balancing problems that need to be fixed usitegrex techniques [79].

Routing DRQs in DHT networks that employ tree-based strusttoedata distribu-
tion requires routing to start from the root node. Howeueg, oot peer presents a single
point of failure and load imbalance. To overcome this, ththars in [166] introduced the
concept of fundamental minimum level. This means that &lighery processing and the
data storage should start at that minimal level of the tréeerahan at the root. Another
approach [80] utilises a P2P version of a Kd-tree [19] for piag d-dimensional data
onto a CAN P2P space. The routing utilises the neighborinig oélthe data structure.
The nodes in this network that manage a dense region of spadikely to have large

number of neighbors, hence leading to an unbalanced rolaiaay
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Identifier Space : [0,64]

Attribute Configurations: After applying H(x) query

S hf : i h :

Name Range | Unit | Heo earch for resources —| H(x) , in Chord space |
' 4.0 <CPU-Speed<5.0 3 | 50.4 < CPU-Speed < 63 |

CPU-Speed | [0,5] GHz | 63x/5 | 768 <= Memory <= 1024' ' '

47.23 <= Memory <= 63

_______ J

Memory [0,1024]| MB [63x/1024

CPU-Speed:{B2}

Mem-size:{ C2,E1}

A1(1.0GHz,512MB)

CPU-Speed:{H1}
Mem-size:{B1,H1}

CPU-Speed:{}
Mem-size:{ }

No Ge A(4)
Search_ ,'l N

Request(3) ,’ AN Nog,e:

B1(0.8GHz,128MB)
B2(4.8GHz,256MB)

H1(0.4GHz,128MB)

CPU-Speed:{A1,B1}
Mem-size:{B2,E2}

b Search_ '
/ Request(2)
.

C1(2GHz,512MB)
C2(2.4GHz,1024MB)

--------

CPU-Speed:{F1,G1}
Mem-size:{ }

CPU-Speed:{}
Mem-size:{ }

F1(4.2GHz,768MB)

D1(3.0GHz,512MB)

CPU-Speed:{E1}
Mem-size:{F1,G1}

Node E(40)

E1(3.6GHz,1024MB)
E2(2.4GHz,256MB)

CPU-Speed:{C1,C2,D1,E2}
Mem-size:{A1,C1,D1}

Figure 3.11: An example for single-attribute-dominate@rguesolution in MAAN ap-
proach.

Other approaches based on variants of standard hashingssliguch as MAAN) ap-
ply different heuristics for resolving range queries. Thgke-attribute dominated query
routing (SAQDR) heuristic abstracts resource attributestino categories: (i) dominant
attribute; and (ii) non-dominant attribute. The undentysystem queries for the node that
maintains the index information for the dominant attribu@amce such a node is found, the
node searches its local index information looking at sgtigf the values for other non-
dominant attributes in the DRQ. The request is then forwatddtie next node which
indexes the subsequent range value for the dominant a#ribthis approach compre-
hensively reduces the number of routing steps needed ttveead®RQ. However, this

approach suffers from routing load-imbalance in the casesifewed attribute space.
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Fig. 3.11 shows an example of single attribute dominatedimgun MAAN. This
MAAN network has the identifier space in the range 2°]. The attribute ranges and
corresponding locality preserving hash functions are sgmvn in the figure. The node
Ainitiates asearch_request(1) with hash value of lower bound of the dominated attribute
(CPU-Speed). Theearch_request(1) has following semantics in the Chord key space:
look_up ( 50.4, CPU-Speed, (4.0GHz, 5.0GHz), Memory-SizE/68MB, 1024MB], {
EMPTY }). The look-up request is routed to the current successoe @dising the
standard Chord method. Node currently owns the key related to both the attribute
values CPU-Speed and Memory, it augments the corresponding o the result set
X and forwards the query in the network to look-up for the uppaund on the CPU-
Speed. The query finally terminates at Nadlevhich happens to be initiator node as
well. In Table 3.6, we present the classification of the eéxgsalgorithms based on query

resolution heuristic, and data locality preserving chisastics.

Table 3.3: Classification based on P2P routing substrate.

Routing Substrate | Network Organisation | Distributed Indexing Algorithm Name

Chord Structured PHT [134], MAAN [33], Dgrid [168], Adap-
tive [81], DragonFly [108], QuadTree [166],
Pub/Sub-2 [170], P-tree [52], Squid [150]

Pastry Structured XenoSearch [159], AdeepGrid [42],
Pub/Sub-1 [165]
CAN Structured HP-protocol [10], Kd-tree [80],Meghdoot [88],
Z-curve [80], Super-P2P R*-Tree [114]
Bamboo Structured SWORD [128]
Epidemic-DHT [87] Hybrid XenoSearch-11 [158]

Others Unstructured Mercury [24], IXTA search [85], P2PR-tree [124

—_
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Table 3.4: Classification based on data structure appliedrfabling ranged search and

look-up complexity.

Algorithm Name

Data Structure

Lookup Complexity

PHT [134] Trie O(log |DJ); D is the total number of bits in the binary
string representation, fdrdimensional range query
MAAN [33] Locality preserving| O(n x logn + n X Spmin), Smin 1S the minimum range
hashing selectivity per dimensiom total peers
Dgrid [168] SHA-1 hashing O(log, Y') for each dimensionY is the total resource

type in the system

SWORD [128]

N.A.

N.A.

JXTA search [85]

RDBMS

N.A.

DragonFly [108]

QuadTree

O(E[K] x (logan + fmaz — fmin)) ; nis the total peers
in the network;f,,.. is the maximum allowed depth g
the tree,f,,:, is the fundamental minimum level;| K]
is the mean number disjoint path traversed for a window
query, its distribution is function of the query size

=

QuadTree [166]

QuadTree

O(E[K] x (logan + fmaz — fmin)) ; nis the total peers
in the network;f,,.. is the maximum allowed depth g
the tree,f,,i, is the fundamental minimum level[ K|

=2

is the mean number disjoint path traversed for a window

query, its distribution is function of the query size

Pub/Sub-2 [170]

Order
hashing

preserving

1/2 x O(logn); Equality queryn is total peers]/2 x
O(nslogn), ny is step factor; for ranged query, in a
1-dimensional search space

P-tree [52]

Distributed B-+ tree

O(m+log,n); nis total peersyn is number of peers i
selected rangel is order of thel-dimensional
distributed B-tree

Pub/Sub-1 [165]

SHA-1 hashing

O(n,logn); n is total peersp,. is the number of range
intervals searched inadimensional search space

XenoSearch [159]

SHA-1 hashing

N.A.

XenoSearch-11 [158]| Hilbert space filling| N.A.
curve
AdeepGrid [42] SHA-1 hashing N.A.

HP-protocol [10]

Reverse hilbert space N.A.

filling curve
Squid [150] Hilbert space filling| n. x O(logn); n. is the total no. of isolated index
curve clusters in the SFC based search index spads, the
total number of peers
Mercury [24] N.A. O((logn)/k); k Long distance linksp is total peers, in

a 1-dimensional search space

Adaptive [81]

Range search tree

O(log R,); R, is range selectivity, in d-dimensional
search space

Kd-tree [80]

Kd-tree, skip pointer
based on skip graphs

N.A.

Meghdoot [88] SHA-1 hashing O(dni), n is the total peers in the networ&;s the
dimensionality of CAN space
Z-curve [80] Z-curves, skip| N.A.
pointer based on skip
graphs
P2PR-tree [124] Distributed R-tree N.A.

Super-P2P R*-

Tree [114]

Distributed R*-tree

O(E[k] x (d/4)(n'/?)); E[k] is the mean number of
MBRs indexed per range query or NN quedtyjs the
dimensionality of the indexed/CAN spacejs the
number of peers in the system.
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tree [80],

Meghdoot [88], Z-curve
QuadTree [166], Dgrid [168],
P2PR-tree [124], AdeepGrid [42],
Super-P2P R*-Tree [114]

[80],

Single Multiple

JXTA search [85], Dragoni PHT [134], Adaptive [81],
Fly [108], XenoSearch-1l [158], Pub/Sub-2 [170], P-tree [52],
SWORD [128], Squid [150], Kd-{ XenoSearch [159], Pub/Sub-

1[165], MAAN [33], Mercury [24],
HPPROTOCOL [10]

Table 3.5: Classification based on No. of routing overlaygfdimensional search space.

Table 3.6: Classification based on query resolution heayidéta distribution efficiency
and data locality preserving characteristic.

Algorithm Name Heuristic Name Preserves
Data Local-
ity (Yes/No)

PHT [134] Chord routing N.A.
MAAN [33] Iterative resolution, single attribute N.A.
dominated routing based on Chord
Dgrid [168] Chord routing N.A.
SWORD [128] Bamboo routing No
JXTA search [85] Broadcast . N.A.
DragonFly [108] Generic DHT routing No
QuadTree [166] Generic DHT routing No
Pub/Sub-2 [170] Chord routing N.A.
P-tree [52] Generic DHT routing N.A.
Pub/Sub-1 [165] Pastry routing N.A.
XenoSearch [159] Generic DHT routing N.A.
XenoSearch-II [158] | Generic DHT routing N.A.

AdeepGrid [42] Single shot, recursive and parallglNo

searching based on Pastry

HP-protocol [10] Brute force, controlled flooding, | N.A.

directed controlled flooding based
on CAN
Squid [150] Generic DHT routing Yes
Mercury [24] Range-selectivity based routing | N.A.
Adaptive [81] Generic DHT routing N.A.
Kd-tree [80] Skip pointer based routing Yes
Meghdoot [88] CAN based routing Yes
Z-curve [80] Skip pointer based routing Yes
P2PR-tree [124] Block/group/subgroup pointer Yes
based routing
Super-P2P R*-Tree [114] CAN based routing Yes
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3.4 Survey of P2P based Grid Information Indexing

3.4.1 Pastry Based Approaches

Pub/Sub-1: Building Content-Based Publish/Subscribe Systes with Distributed Hash
Tables

The Publish/Subscribe system [165] is implemented on tdpefopic-based Scribe [38]
system. The system defines different schema for publicati@hsubscription messages
for each application domain (such as a stock market or anoauotarket). When a
request (publication or subscription) is submitted to thetesm, it is parsed for various
index digests. An index digest is a string of charactersighiarmed by concatenating the
attribute type, name, and value of each attribute in thexinda example index digest is
[USD : Price : 100 : Inch : Monitor : 19 : String : Quality : Used]. The system
can support both point and range queries through differaatygresolution heuristics.
The system handles range values by building a separate liracdéxkey for every attribute
value in the specified range. This method has serious stiglabsues. The proposed
approach to overcome this limitation is to divide the ranfeatues into intervals and a
separate hash key is built for each such index digest repiegehat interval. However,
this approach can only handle range values of single atriioua index digest (does not

support multi-attribute range value in a single index diges

XenoSearch: Distributed Resource Discovery in the XenoSeer Open Platform

XenoSearch [159] is a resource discovery system built pdnoServer [90] execution
platform. The XenoSearch indexes the resource informadkiahare advertised periodi-
cally by the XenoServers. An advertisement contains inétiom about the identity, own-
ership, location, resource availability, and access pra¢@ XenoServer. The XenoSearch
system converts these advertisements to points/tlianensional space, wherein differ-
ent dimensions represent different attributes (such asdgpral location, QoS attributes
etc). The XenoSearch system is built over the Pastry [148tlay routing protocol. A
separate Pastry ring operates for each dimension with XeareB nodes registering sep-

arately in each ring. A XenoServer registers for each dinoangnd derives the overlay
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key by hashing its co-ordinate position in that dimension. &ffeely, in different dimen-
sions a XenoServer is indexed by differént/s. The d-dimensional range searches are
performed by making a series of search requests in each diameand finally computing
their intersection. Recently, XenoSearch has been enhamitiechew search and data
placement technique [158]. The new approach puts emphasishoth the location and

resource constraints associated with a search entity.

AdeepGrid: Peer-to-Peer Discovery of Computational Resages for Grid Applica-

tions

The proposed [42] GRIS model hashes thdimensional static and dynamic resource
attributes to the Pastry ID space. The system augmentsaddit2-bits to the ID or key
size ( hence resulting key i$0-bit long) as compared td28-bit in the standard Pastry
ring. In this case, the first28-bits are used to encode the static attributes while the re-
maining32-bits for the dynamic attributes. The static part of the Res®lD is mapped

to a fixed point while the dynamic part is represented by @@y overlapping arcs on
the overlay. Resolving RLQ involves locating the node thatentty hosts the desired re-
source attributes (Resource ID). This is accomplished liginty standard Pastry routing.
Three different heuristics for resolving the RLQs are prepbgi) single-shot searching;

(ii) recursive searching; and (iii) parallel searching.

3.4.2 Chord Based Approaches
DGRID: A DHT-Based Grid Resource Indexing and Discovery Schme

Work by Teo et al. [168] extends Chord DHT with the GRIS capghiliThe unique

characteristic about this approach is that the resouragnrdtion is maintained in the
originating domain. Every domain in DGRID designates an xnskerver to the Chord
based GRIS network. The index server maintains state anludggtiinformation for the

local resource set. The proposed approach intelligentlyipogates the existing Chord
ID generation scheme to enable a GRIS network. The searcloloulp operation in the
DGRID is based on Chord look-up primitives. Given a keys mapped to a particular

virtual index server on the overlay network using the queryp). The DGRID indexing
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approach also supports domain specific resource type séavelnall, the look-up cost is
bounded by the underlying Chord protocol i@(log N). In general the look-up cost for
a particular resource typdas O(log Y), Y is the total number of resource types available

in the network.

Adaptive: An Adaptive Protocol for Efficient Support of Range Queries in DHT-

based Systems

The work in [81] presents an algorithm to support range @sebbiased on a distributed
logical Range Search Tree (RST). Inherently, the RST is a caenpted balanced binary
tree with each level corresponding to a different data pamning granularity. The system
abstracts the data being registered and searched in therkedw/a set of attribute-value
pairs (AV-pairs). It utilizes the Chord for distributed rong and network management is-
sues. A typical range query with lengit is resolved by decomposing it int(log(R,))

sub-queries. These sub-queries are then sent to the nateadbx the corresponding
data. The system supports updates and queries for botb atatidynamic resource at-

tributes.

Pub/Sub-2: Content-based Publish-Subscribe Over Structed P2P Networks

The work in [170] presents a content-based publish-sutisandexing system based on
the Chord DHT. The system is capable of indexihdimensional index space by having
a separate overlay for each dimension. Evietly dimension i.e. a resource attribute has
a distinct data-type, name and value. A attribute name isialby a string, whereas the
value can be a string or numeric in any range constrainedeéognthimum and maximum
value along with the attribute’s precision. An attribut@isubscription is placed on a node
obtained by hashing its value based on the Chord method. Acsptisn can declare a
range of values in the attribute’s range. The query is resbla set of steps, where a
step is computing using the maximum, minimum and precisaues for the attribute. In
the subsequent steps the previous attribute value is irered by the precision value and
mapped to the corresponding Chord node. Updating the ramgesJa done by following
the same procedure for all Chord nodes that store the givgye rainvalues. The overall

message routing complexity depends on the type of consrdéfined over the attributes.
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In case of equality constraints, the average number of rgutiops isO(1/2log(n)).
When the constraint is a range then the complexity involved(is, x 1/21og(n)), where

n, Is the step factor.

QuadTree: Using a Distributed Quadtree Index in the Peer-tePeer Networks

The work in [166] proposes a distributed quad-tree that eedap MX-CIF quadtree in-
dex [147] for accessing spatial data or objects in P2P nésvoFrhe work builds upon
the region quad-tree data structure. In this case, by apgplyie fundamental quad-tree
decomposition property the underlying two-dimensionalasg space is recursively de-
composed into four congruent blocks until each block is @ord in one of the objects
in its entirety or is not contained in any of the objects. Tisributed quad-tree index
assigns regions af-dimensional space to the peers in a P2P system. Every gead-t
block is uniquely identified by its centroid, termed as thetoa point. Using the control
point, a quad-tree block is hashed to a peer in the networ&.Ctord method is used for
hashing the blocks to the peers in the network. If a peer igaad a quad-tree block, then
it is responsible for processing all query computations ithtarsects the block. Multiple
control points (i.e. quad-tree blocks) can be hashed toaheegeer in the network. To
avoid a single point of failure at the root level of the quasktthe authors incorporate a
technique callefundamental minimum levef,.;,,. This technique means that objects are
only allowed to be stored at levels> f,.;, and therefore all the query processing starts at
levels! > f...,. The scheme also proposes the conceptfahdamental maximum level,

fmaz,» Which limits the maximum depth of the quad-tree at whicleoly are inserted.

DragonFly: A Publish-Subscribe Scheme with Load Adaptabiliy

The work in [108] proposes a content-based publish-suiisegistem with load adaptabil-
ity. They apply a spatial hashing technique for assignirtg tiathe peers in the network.
The system supports multi-attribute point and range gserkach distinct attribute is
assigned a dimension inc&adimensional Cartesian space. Tdelimensional Cartesian
space is arranged as a tree structure with the domain spgugeechto the root node of the
tree. In particular, the tree structure is based on a quad1r¥]. To negate a single point

of failure at the root node, system adopts a technique c#tletlndamental minimum
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level More details about this technique can be found in [166]sTé&chnique recursively
divides the logical space into four quadrants. With eachnson step on a existing quad-
rant, four new quadrants are generated. Hence, multiples®n steps basically create a
mutli-level tree data structure. Note that, the quad-temochposition method is followed
only at thef,,;,, level, beyond this the index cell is divided depending ocasesponding
publish/subscribe load. The tree based organisation ajdnaly introduces parent-child
relationships between tree cells. Another important featdi DragonFly is the diagonal
hyperplane. Ir2-d space, the diagonal hyperplane is a line spanning fromadhé-west
to the south-east vertices of the rectangular space. Therpigme forms the basis for

mapping the subscription and publication objects.

MAAN: A Multi-Attribute Addressable Network for Grid Informa tion Services

Cai et al. [33] present a multi-attribute addressable ndtWVAAN) approach for en-
abling a GRIS. They extend the Chord [161] protocol to suppdr)S. MAAN ad-
dresses the-dimensional range query problem by mapping the attribalees to the
Chord identifier space via a uniform locality preserving agh Note that, for every
attribute dimension a separate Chord overlay is maintaifed.attributes with the nu-
merical values, MAAN applies locality preserving hashingdtions to assign an iden-
tifier in the m-bit identifier space. The total routing complexity invadivan resolving a
1-dimensional range query 8(log N + K), whereO(log N) is the underlying Chord
routing complexity andx is the number of nodes that store values in attribute’s range
MAAN also supports multi-attribute query resolution by exding the single-attribute

range query routing algorithm.

Squid: Flexible Information Discovery in Decentralised Dstributed Systems

Schmidt et al. [150] proposed a GRIS model that utilizes SFOs&ppingd-dimensional
attribute space to &-dimensional search space. All data elements are desaugiad

a sequence of attributes such as memory, CPU speed and ndtamawidth. The at-
tributes form the coordinates of&dimensional space, while the data elements are the
points. This mapping is accomplished using a locality-preisg mapping called Space

Filling Curves SFQ [11], [99]. SFCs are used to generaté-dimensional index space
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from thed-dimensional attribute space, whete the number of different attribute types.
Any range query or query composed of attributes, partiabates, or wild-cards, can be
mapped to regions of the attribute space and subsequeilly tmrresponding clusters in
the SFC. The Chord protocol is utilized to form the overlay retnof peers. Each data
element is mapped, based on its SFC-based index or key, toghiedde whose identifier
is equal to or follows the key in the identifier space. The lopkoperation involving par-
tial queries and range queries typically requires inteatingg more than one node, since
the desired information is distributed across multipleesdr he look-up queries can con-
sist of combination of a attributes, partial attributes ddweards. The result of the query

is a complete set of data elements that matches the userig que

P-tree: Querying Peer-to-Peer Networks Using P-trees

Crainniceanu et al. [52] propose a distributed, fault-exeiP2P index structure called P-
tree. The main idea behind the proposed scheme is to mapdéis of semi-independent
BT —trees at each peer. The Chord protocol is utilized as a P2ihgosiibstrate. Every
peer in the P2P network believes that the search key valaesganised in a ring, with the
highest value wrapping around to the lowest value. Whenepeeaconstructs its search
tree, the peer pretends that its search key value is theesheadllue in the ring. Each peer
stores and maintains only theft-most root-to-leaf patlof its correspondings™ — tree.
The remaining part of the sub-tree information is stored stilaset of other peers in the
overlay network. Furthermore, each peer only stores trelesion the root-to-leaf path,
and each node has at m@stentries. In this case, the total storage requirement per pee
is O(d loggN). The proposed approach guarantés$og, N) search performance for
equality queries in a consistent state. Heéis the order of the sub-tree adis the total
number of peers in the network. Overall, in a stable systemnwio inserts or deletes
operation is being carried out, the system provi@és: + log,N) search cost for range

queries, wheren is the number of peers in the selected range-timensional space.
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3.4.3 CAN Based Approaches

One torus to rule them all (Kd-tree and Z-curve based indexing

The work in [80] proposes two approaches for enabling DRQstin=CAN DHT. Thed-
dimensional data is indexed using the well known spatia datictures: (i) z-curves; and
(i) Kd-tree. First scheme is referred to as SCRAP: Spacengillurves with Range Parti-
tioning. Resolving DRQs in SCRAP network involves two basic st€p) mapping DRQ
into SRQ using the SFCs; and (ii) routing thelimensional range queries to the peers
that indexes the desired look-up value. For routing queilydimensional space the work
proposes a scheme based on skip graph [12]. Other apprdaoiedgo as/-dimensional
Rectangulation with Kd-trees (MURK). In this schemaimensional space (for instance
a 2-d space) is represented as “rectangles” i.e. (hypeisiioo high dimensions), with
each node maintaining one rectangle. In this case, thessngges are used to construct
a distributed Kd-tree. The leaf node in the tree are storethéyeers in the network.
Routing in the network is based on the following schemes: (IND?T is used as basis
for routing the DRQs; (ii) random pointers—each peer has tmtaia skip pointers to
random peers in the network. This scheme provides similarygand routing efficiency
as multiple realities in CAN; and (iii) space—filling skip gplaeach peer maintain skip
pointers toO(log(n)) other peers at exponentially increasing distances froeff iits the

network.

Meghdoot: Content-Based Publish/Subscribe over P2P Netwosk

The work in [88] proposes a content-based Pub/Sub systeed lmas CAN routing sub-
strate. Basic models and definitions are based on the schempesed in the work [146].
The model is capable of indexingladimensional attribute space in a CAN routing space.
An indexing space consisting dfattributes is always mapped to a CAN space®fli-
mensions. An attributel; with domain valug L;, H;| corresponds to dimensios — 1
and2i in a 2d-dimensional Cartesian space. Thédimensional logical space is parti-
tioned among the peers in the system. A subscriptidar d attributes is mapped to the
point < Iy, hy,lo, ha, ..., 14, hy > in the2d dimensional space which is referred to as the

subscription point. Pub/Sub applications submit theirssuption to a randomly cho-
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sen peerP,. A origin peerF, routes the subscription request to the target géersing
the basic CAN routing scheme. The pé&&rowns a point in thel-dimensional space to
which a subscriptiort’ maps. The overall complexity involved in routing a substooip
is O(d n'/?), wheren is the number of peers in the system ahi$ the dimensionality
of the Cartesian space. Similarly every publish event is redgp a particular point in
the d-dimensional space, also referred to as the event poimt/eeme. The event is then
routed to theP, from the origin peer using the standard CAN routing. All thersethat
own the region affected by a event are notified accordingbjlofwing this, all the peers
in the affected region matches the new event against theopidy stored subscriptions.

Finally, the event is delivered to applications that havessubed for the event.

HP-protocol: Scalable, Efficient Range Queries for Grid Infamation Services

Andrejak et al. [10] extend the CAN routing substrate to suppalimensional range
gueries. They apply the SFC in particular the Hilbert Curegsriapping a -dimensional
attribute space (such as no. of processors)dedanensional CAN space. For each re-
source attribute/dimension a separate CAN space is requicebcate a resource based
on multiple attributes, the proposed system iterativelgrogps for each attribute in dif-
ferent CAN space. Finally, the result for different attrigsitare concatenated similar to
“join” operation in the database. Given a range quenyith lower and upper bounds
€[l,u], a query message is routed to an information server whichsponsible for the
point ”T“ Once such a server is located, then the request is recyriveded to all its
neighbors until all the IKs are located. Three differentdsrof message flooding scheme
are presented including the brute force, controlled flogdind directed control flood-
ing. Each of these scheme has different search strategyesnue have different message

routing complexities.

Super-P2P R*-Tree: Supporting Multi-dimensional Queries n P2P Systems

The authors in the work [114] extend tiielimensional index R*-tree [18], for supporting
range and:-Nearest Neighbourk(V N) queries in a super-peer [177] based P2P system.
The resulting distributed R*-tree is referred to as a NR-tlReuting in the distributed

d-dimensional space is accomplished through the CAN protoddie d-dimensional



68 Chapter 3. Peer-to-Peer Grid Resource Discovery: State of the Art

distributed space is partitioned among the super-peeranksnbased on the Minimum
Bounding Rectangle (MBR) of objects/points. Each partitiopéstpeer network) refers
to a index-cluster (i.e. a MBR), and can be controlled by one arensuper-peer. Effec-
tively, a index-cluster includes a set of passive peers apdrspeers. Evey index-cluster
maps to a zone in the CAN based P2P space. The functionalitguber-peer is similar
to a router, it keep tracks of other index-clusters, perfomter-cluster routing, indexes
data in other super-peer partition and maintains clugieciic NR-tree. Every passive
peer joins the network by contacting any available super-p€he contacted super-peer
routes the join request to other super-peer, which is resplenfor the zone indexed by
the passive peer. Every passive peer maintains a part ofusiecspecific NR-tree. The
bulk of query processing load is coordinated by super-pe8tger-peers can forward

query to its passive-peers, in case the indexed data is redrmsghem.

3.4.4 Miscellaneous

SWORD: Distributed Resource Discovery on PlanetLab

SWORD [128] is a decentralised resource discovery serviestipports multi-attribute
gueries. This system is currently deployed and tested daeeR_ab [47] resource sharing
infrastructure. It supports different kind of query comipios including per-node charac-
teristics such as load, physical memory, disk space andmaide network connectivity
attributes such as network latency. For each resourcewttri;, a corresponding DHT
key k; is computed using the standard SHA-1 scheme. A/keyg computed based on
the corresponding value of; at the time attribute value is sent. Each attribute is hashed
to a 160-bit DHT key. The mapping function convert attribute valdesm their native
data-type (String) and range (numeric) to a range of DHT k&ysreceiving the attribute
value tuple, the server node stores the tuple in the locé.tdh case, these values are
not updated within timeout interval then are deleted (agsgmode has probably left the
network or owner of the key has changed due to change in @ttrdalues). SWORD

resolves multi-attribute range query similar to [24].
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Mercury: Supporting Scalable Multi-Attribute Range Queries

Mercury [24] is a distributed resource discovery systermhghpports multi-attribute based
information search. Mercury handles multi-attribute lopk by creating a separate rout-
ing hub for every resource dimension. Each routing hub ssrs a logical collection
of nodes in the system and is responsible for maintainingearmlues for a particular
dimension. Note that, while the notion of a circular overiggimilar to DHTs, Mercury
do not use any randomizing cryptographic hash functionplfacing the nodes and data
on the overlay. In contrast, Mercury overlay network is migad based on set of links.
These links include the: i) successor and predecessonkitke the local attribute hub;
i) k£ links to other nodes in the local attribute hub (intra-huiid); and iii) one link per
hub (inter-hub link) that aids in communicating with othdtriaute hubs and resolving
multi-attribute range queries. Note thatintra-hubs links is a configurable parameter
and could be different for different nodes in the attributertay. In this case, the total
routing table size at a node is+ 2. When a nodey,, is presented with message to find
a node that maintains a range valler;], it chooses the neighbar, such that the clock-
wise distancel(/;, v) is minimized, in this case the node maintains the attribute range
valuell;, r;]. Key to message routing performance of Mercury is the chafiéeintra-hub
links. To set up each link a node draws a numbere 7 using the harmonic probability
distribution function:p, (z) = ——. Following this, a node,; attempts to add the node

logz*®

n’in its routing table which manages the attribute range valu€ M, — m,) x z; where

mg, and M, are the minimum and maximum values for attribute

PHT: Prefix Hash Tree

The work in [134] presents a mechanism for implementing eaqueries over DHT based
system via a trie-basédcheme. The bucket in the trie is stored at the DHT node oddain
by hashing its corresponding prefixes. In the PHT, everyexetbrresponds to a distinct

prefix of the data domain being indexed. The prefixes of theesad the PHT form a

1A trie is a multi-way retrieval tree used for storing strirggr an alphabet in which there is one node
for every common prefix and all nodes that share a common pgrefig off the node corresponding to the
common prefix.
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universal prefix sét The scheme associates a prefix label with each vertex ofdke t
Given a vertex with label, its left and right child vertices's’s are labeled @sand [,
respectively. The root of the tree is always labeled withdttebute name and all the
subsequent vertexes are labeled recursively. This logigdl is distributed across nodes
in the DHT-based network. Using the DHT look-up operatio®,Hil node with label

is thus assigned to a node with identifier closest to HARH(ook-up for a range query
in PHT network is performed by locating the node correspogdd the longest common
prefix in the range. When such a node is found, then paralkrsal of its sub-tree is

done to retrieve all the desired items.

JXTA: IXTA Search

JXTA Search [173] is an open framework based on the JXTA [85fing substrate. JXTA
search network consists of search hubs, information persidnd information consumers.
The network message communication protocol is based ontiefdrmat. In the JXTA
network, search hubs are organised intodistinct groups. These groups are referred
to asadvertisement groupsThese search hubs act as point of contact for providers and
consumers. Further each search hub is a member of a netwbtdbsfwhich has at least
one representative of hubs from every advertisement grébpse groups are termed as
query groups Hence, in this case there i80% reachability to all stored information in
the network. Every information provider in the network #grs its resource information
with its local search hub. Each hub periodically sends upoassage (new additions and
deletions of registrations) to all the hub in its advertisatngroup. Whenever an infor-
mation consumer wishes to look for data on the search nefwaddsues an information
request query to the hub it knows or has membership. The hatlrébeives this query
first searches its local index and then other hubs in its éideenent group. If a match is
found in the same advertisement group, then the query isafol®d to that hub. In case
the query cant be resolved in the local advertisement groep it is broadcasted to all

remaining advertisement groups using a query group meitmipargormation.

2A set of prefix is a universal prefix set if and only if for any iife binary sequendethere is exactly
one element in the set which is a prefixbof
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P2PR-Tree: An R-Tree Based Spatial Index for P2P Environments

The work in [124] presents a scheme for adopting the R-tre¢ ifYy’a P2P setting.
P2PR-tree statically divides thédimensional attribute space (universe) into a set of
blocks (rectangular tiles). The blocks formed as a resuihitil division of the space
forms level O of the distributed tree. Further, each blocstagically divided into a set of
groups, which constitute level 1 in the tree. Any furtheriglion on the group level ( and
subsequently on the subgroup) is done dynamically and aigriged as subgroups at
leveli (: > 2). When a new peer joins the system, it contacts one of theimxipters
which informs it about the Minimum Bounding Rectangle (MBR) o thlocks. Using
this overall block structure information, a peer decidescWiblock(s) it belongs to. A
query @y, for a object is propagated recursively top down startingnftevel 0. When a
guery arrives at any peét, in the system/p; checks whether its MBR covers the region
indexed by the query. If so, theh) searches its own R-tree and returns the results and the
search is terminated at that point. Otherwise the peer foisviioe query to the relevant
block, group, subgroup or peer using its routing table gt This process is repeated

untill the query block is located or the query reaches deadéthe tree.

3.5 Comparision of surveyed techniques: scalability and

load-balancing

A majority of the surveyed approaches utilise a logical msleucture that distributes the
data among peersin a decentralised GRIS. The logical steuctaintains @-dimensional
(whered > 1) index space over the DHT key space and forms the basis footiteg and
indexing of data objects. Some approaches (refer to TaB)es@pport onlyi-dimensional
queries for every distinct routing space. MAAN, Pub/Subad Rub/Sub-2 utilise variants
of the SHA-1 hashing scheme for range partitionirdimensional data over the DHT key
space. We call these approaches variants of SHA-1, as tkayeca logical index space
over the DHT key space which is utilised by the query routiegristics. These algo-
rithms did not consider the case of data skewness that cdrndegauting load imbalance

among the peers.



72 Chapter 3. Peer-to-Peer Grid Resource Discovery: State of the Art

P-tree and Adaptive proposed a distributed version of B-g¢ ilndex as the basis for
range partitioningl-dimensional data. The PHT approach uses a Trie basedw®uct
for enablingl-dimensional range queries in a peer-to-peer network. ¥eacch organ-
ises resource information in the form of a logical tree whbeeleaves are the individual
XenoServers. Query routing in XenoSearch is based on agiipagpoints (APs). An
AP is managed by a XenoServer node in the system and is resj@fws all the query
computation for ranges of values covered by the AP. The y&dtrfor the XenoServer
responsible for an AP can be computed algorithmically. Ancher in the system is
similar to a super-peer which is responsible for handlimgaery computation intersect-
ing its region of ownership. The Adaptive approach congdehe case of data skewness
and proposed a solution based on Load Balancing Matrix (LBM)enPHT, P-tree and

XenoSearch did not propose any solution to this problem.

HPProtocol uses the inverse Hilbert mapping to magimensional index space to
CAN's d-dimensional key space. Mercury directly operates on ttrébate space along
with random sampling technique utilised for facilitatingegy routing and load-balancing.
A serious limitation of all the above approaches is the ngssaverhead involved in
maintaining a separate routing space for each attributemsion. Further, searching in
a d-dimensional space requires querying every dimensiornratga and then finding an
intersection. This leads to high message communicatiorheegl for lookup and update
gueries. Clearly, these are not scalable ways to organisea&3ource attribute dataset

that has many dimensions.

The JXTA system does not create a logical index space ovedisiiebuted search
network:- instead, search is based on query broadcast atheradvertisement group.
This might prove costly in terms of number of messages géserahe Sword and Dgrid
systems use a variant of SHA-1 hashing that partitions th& Rél space among dif-
ferent attribute types. Both Sword and Dgrid systems stdrihalattribute values in a
single DHT ring. The Sword query resolution scheme is sim#aMAAN, and so it is
also costly in terms of routing hops and messages generatezl AdeepGrid approach
encodes all the resource attributes into a single objectt@mperforms SHA-1 hashing
to generate a Pastry ring identifier. However, in this casatlhors do not address the is-

sue of data skewness. Further, the proposed search teebrapinot capable of returning
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deterministic results in all cases.

There are also some approaches that have utilised spatieésfor distributing the
data among the peers (refer to Table 3.4). Spatial indiadsdmg Hilbert curves [150],
Z-curves [80], k-d tree [80], MX-CIF Quad-tree [166], R-trek2fi] and R*-tree [114]
have the capability to logically organiseladimensional index space over a single DHT
key space. SFC based indices including Hilbert curves aodr¥es have issues with rout-
ing load-balance in case of a skewed index distribution. él@s; as the authors point out,
SFC index load can be balanced through external technitjuége case of Hilbert curves,
dynamic techniques such as node virtualisation, loadtjpenihg with neighbor peers etc.
are utilised for this purpose. In XenoSearch-II systembétil curves are utilised for map-
ping thed-dimensional index space to thedimensional key space of Chord. However,

XenoSearch-Il does not propose any technique to countdsitobalance among peers.

Indexing approach based on Z-curves required an exteradildalancing technique.
In the same work, they introduced a P2P version of a k-d trées dpproach also has
routing load-balance issues that need to be addressedotimesimecent work, a MX-CIF
Quad tree based spatial index has been proposed. DragailiSlgsuan index similar to
the MX-CIF Quad tree with the difference that it does not alleaursive decomposition
of index space. Instead, the index cells are split as thegezkthe pre-configured load
threshold value (similar to Meghdoot). The authors arga their approach does not
require explicit load-balancing algorithms in contrastitat of the others. The P2P based
R*-tree index in [114] uses CAN as the routing space. The ingexe is partitioned
among super peers and passive peers. The bulk of the quérslbandled by the super

peers in the network similar to the Gnutella [41] system.

Meghdoot does not utilise any spatial index for organisindamensional data set.
Instead, it utilises a basizi CAN space for indexing d-dimensional data set. Further,
Meghdoot incorporates dynamic technique to counter the skewness issue. The load-
balancing technique in Meghdoot splits an overloaded imédXzone) among the lightly
loaded peers. The P2P R-tree index dividessHagmensional attribute space into a set of
blocks (similar to MX-CIF Quad tree index), these blocks fdahma root of the distributed
index tree. The work also includes a dynamic load divisi@htegue in case a peer index

cell gets overloaded. However, this is an early work and @sdeot provide any bounds
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on messages and routing hops required drddmensional index search.

To summarise, spatial indices are better suited for hagdhe complexity of Grid
resource queries compareditalimensional data indices (as proposed in P-tree, MAAN,
XenoSearch etc.). However, even spatial indices havengidiad-balance issues in case
of skewed data set. Nevertheless, they are more scalaldems of the number of hops

and messages generated while searchingfidianensional space.

3.6 Recommendations

The surveyed DHT-based index services provides the baaifoph for organising and
maintaining a decentralised Grid resource discovery systé& Grid system designer
should follow a layered approach such as OPeN [166] in actiitg and implementing a
resource discovery system. The OPeN architecture comsgitiisee layers: thé\pplica-
tion layer, Core Servicefayer andConnectivitylayer. The application layer implements
all the logic that encapsulates the query requirementseotittderlying Grid computing
environment such as the computational grids, the data gtadsThe Core services layer
undertakes the tasks related to consistency managemeinti@d V-dimensional indices.
The Connectivity layer provides services related to Keyedasuting, overlay manage-
ment and replica placement. The Application service, inuaetion with the Core ser-
vices, undertakes the resource discovery tasks includstgldited information updates,
lookups and virtual index consistency management. The geanant of Application and
Core services layer can be delegated to a component of brokterase. We refer to this
broker component as @rid peerservice. While the maintenance of connectivity layer
can be left to the basic DHT implementations such as FregPastd OpenDHT [141].
We recommend to the Grid system developers that for impléngethe Core services
layer they utilise the spatial indices surveyed in thiscéetiOverall, spatial indices are su-
perior tol-dimensional indices as they incur lesser number of mesdagé-dimensional
object lookups and updates. However, there are differadetoffs involved with each of
the spatial indices, but basically they can all supportadmbty and Grid resource index-

ing. Some spatial index would perform optimally in one secenbaut the performance

3FreePastry is an open source implementation of Pastry//frggpastry.rice.edu/FreePastry.
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could degrade if the data distribution changed signifigantl

3.7 Open Issues

P2P based organisation of the Grid resource discoverycgs\promises an attractive
and efficient solution to overcome the current limitatiossariated with the centralised
and hierarchical model. However, the P2P nature of the systéses other serious chal-
lenges including, security [154], trust, reputation antkiroperational ability between
distributed services. Enforcing trust among the peers fapoment of Grid broker ser-
vice) that host the indexing services warrants robust ngoftel (i) managing a peer’s
reputation; and (ii) secure communication. A majority of turrent solutions for secu-
rity and trust management rely on centralised trust manageentities such as CAs and
ticket granting authorities. Achieving a completely decalised security infrastructure is
certainly a challenging future research direction. Recéotts in this direction include

emergence of distributed trust management systems sucbheaRé&view and Poblano.
However, these trust management systems rely on behaveudlging of the partici-

pant and the distributed auditing process can take a whil amalicious participant is

identified and shunted out of the system. This delay can alimple opportunity to the

malicious participant to effect significant harm to the syst

3.8 Summary and Conclusion

In the recent past, we have observed an increase in the catgglesolved with Grid
resources including their management policies, orgdnisand scale. Key elements
that differentiate a computational Grid system from a PDG3unte: (i) autonomy; (ii)
decentralised ownership; (iii) heterogeneity in managerpelicies, resource types and
network inter-connect; and (iv) dynamicity in resource ditions and availability. Tra-
ditional Grid systems [3, 13, 75] based on centralised mfdion services are proving
to be bottleneck with regard to scalability, fault-tolecarand mechanism design issues.
To address this, P2P based resource organisation is bemgaidd. P2P organisation is

scalable, adaptable to dynamic network conditions andyalailable.
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In this work, we presented a detailed taxonomy that charnaeteissues involved in
designing a P2P GRIS. We classified the taxonomies into twiasesc (i) resource taxon-
omy; and (ii) P2P taxonomy. Our resource taxonomy highédhhe attributes related to
a computational Grid resource. Further, we summarizedrifit kinds of queries that are
being used in current computational Grid systems. In gén@ral superscheduling query
falls under the category @kdimensional point or window query. However, it still remsi
to be seen whether a universal Grid resource query composénguage is required to
express different kinds of Grid RLQs and RUQs.

We presented classification of P2P approaches based ondihteasions including:
(i) P2P network organisation; (ii) approaches to distitnubf the data among the peers;
and (iii) routing ofd-dimensional queries. In principle, data distribution im@aism di-
rectly dictates how a query is routed among the relevantspderdimensional resource
index is distributed among peers by utilizing the data $tnes such as SFCs, quad-
trees, R-trees and Kd-trees. Some of the approaches havaadified existing hashing
schemes to facilitate thedimensional range queries in a DHT network. Every approach
has its own merits and limitations. Some of these issues highdighted in the resource

and P2P network organisation taxonomy section.



Chapter 4

Grid-Federation

To overcome the limitations of current non-coordinatedd@niokering approaches, this
chapter presents a mechanism for coordinated sharing wibdied clusters based on
computational economy. The resulting environment, caBeid-Federation allows the
transparent use of resources from the federation when tesalirces are insufficient to
meet its users’ requirements. The use of computationalengmethodology in coordi-
nating resource allocation not only facilitates the QoSHdasheduling, but also enhances
utility delivered by resources. We show by simulation, wigbme users that are local to
popular resources can experience higher cost and/or |aledgys, the overall users’ QoS
demands across the federation are better met. Also, theateales average case message
passing complexity is seen to be scalable, though some fotheisystem may lead to

large numbers of messages before being scheduled.

4.1 Introduction

Clusters of computers have emerged as mainstream paratiedliatibuted platforms
for high-performance, high-throughput and high-avallgbicomputing. Grid comput-
ing [71] extends the cluster computing idea to wide-areavolds. A grid consists of
cluster resources that are usually distributed over malpministrative domains, man-
aged and owned by different organisations having differestiurce management policies.
With the large scale growth of networks and their connegtivi is possible to couple

these cluster resources as a part of one large Grid systerh.|&ge scale resource cou-

77
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pling and application management is a complex undertakisg,introduces a number of
challenges in the domain of security, resource/policy rfogteneity, resource discovery,

fault tolerance, dynamic resource availability and unded network conditions.

The resources on a Grid (e.g. clusters and supercomputershanaged by local
resource management systems (LRMSes) such as Condor [11FB®d26]. These
resources can also be loosely coupled to form campus Gridg vsulti-clustering [2]
systems such as SGE [84] and LSF [185] that allow sharing udteis owned by the
same organisation. In other words, these systems do net Hikir combination similar
to autonomous systems, to create an environmentdoperative federatioof clusters,

which we refer as Grid-Federation.

Other related concept called Virtual Organisation (VO)][@ased grid resource shar-
ing has been proposed in the literature. Effectively, a Vfonsed to solve specific scien-
tific problem. All the participants follow the same resouncanagement policies defined
by a VO. Hence, a VO represents a socialist world, whereipd#ntcipants have to adhere
to community-wide agreed policies and priorities. In casty proposed Grid-Federation
is a democratic world with complete autonomy for each pgdict. Further, a partici-
pant in the federation can behave rationally as we propaseisk of economic model
for resource management. Grid-Federation users subnnitjofoeto the local scheduler.
In case local resources are not available or are not able &b tine requirement then job
is transparently migrated to a remote resource (site) irffaderation, although this job
migration is constraint to user’s QoS requirements. In a ¥&r jobs are managed by a

global scheduler which enforces resource allocation basedO-wide policies.

Recall that, majority of existing approaches to resourcddmning or superschedul-
ing [151] in a Grid environment are non-coordinated. Sugedulers such as Nimrod-
G [3], Gridbus broker, and Condor-G [75] perform schedulialgted activities indepen-
dent of the other superschedulers in the system. They irdbmit their applications to
the underlying resourcegthouttaking into account the current load, priorities, utilipat
scenarios of other application level schedulers. Cledrlg, ¢an lead to over-utilization
or a bottleneck on some valuable resources while leavingrstlargely underutilized.
Furthermore, these superschedulers do not have a cooodirjdf mechanism and this

exacerbates the load sharing and utilization problems sifiduted resources because
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sub-optimal schedules are likely to occur.

Currently, system-centric approaches such as NASA-Sceedib?2], Legion [39,
174], Condor, Condor-Flock [29], AppLes [22], PBS and SGE ptevimited support for
QoS driven resource sharing. These system-centric sarsdallocate resources based
on parameters that enhance system utilization or throughjme scheduler either focuses
on minimizing the response time (sum of queue time and aetexdution time) or maxi-
mizing overall resource utilization of the system and thegenot specifically applied on
a per-user basis (user oblivious). System centric schesdtreat all resources with the
same scale, as if they are worth the same and the resultsfefedif applications have
the same value; while in reality the resource provider mdyevhis resources differently
and has a different objective function. Similarly, a ree@uconsumer may value various
resources differently and may want to negotiate a partiquiize for using a resource.
Hence, resource consumers are unable to express theitivalod resources and QoS
parameters. Furthermore, the system-centric scheduten®dprovide any mechanism
for resource owners to define what is shared, who is givendbesa and the conditions

under which sharing occurs [72].

4.1.1 Grid-Federation

To overcome these shortcomings of non-coordinated, syseiric scheduling systems,
we propose a new distributed resource management modekl €alid-Federation. Our
Grid-Federation system is defined as a large scale resobacmg system that consists
of a coordinated federation (the term is also used in thedregystem and should not
be confused with our definition), of distributed clustersdxhon policies defined by their
owners (shown in Fig. 4.1). Fig. 4.1 shows an abstract mofieuo Grid-Federation
over a shared federation directory. To enable policy basetsparent resource sharing
between these clusters, we define and model a new RMS systech, wdncall Grid Fed-
eration Agent (GFA). In this chapter, we assume that thectbrg information is shared
using some efficient protocol (e.g. a P2P protocol [96, 128]jhis case the P2P system
provides a decentralised database with efficient updatésange query capabilities. In-

dividual GFAs access the directory information using theriace shown in Fig. 4.1, i.e.
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Figure 4.1: Grid-Federation resource sharing system.

subscribe, publish, unsubscribe. In this chapter, we areareerned with the specifics of
the interface although we do consider the implications efréquired message-passing,
I.e. the messages sent between GFAs to undertake the scgedatk. In Chapter 6, we
present design, modeling and evaluation of a P2P publisiésilbe based Grid resource
discovery service.

Our approach considers the emerging computational ecomoetgphor [3, 63, 162,
172] for Grid-Federation. In this case resource owners:cbaarly define what is shared
in the Grid-Federation while maintaining a complete autoppcan dictate who is given
access; and receive incentives for leasing their resotwdederation users. We adopt the
market based economic model from [3] for resource allocaithoour proposed frame-
work. Some of the commonly used economic models [31] in nesoallocation in-

cludes the commodity market model, the posted price mokelpargaining model, the
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Table 4.1: Superscheduling technique comparison.

Index | System Network Model Scheduling Scheduling

Name Parameters Mechanism

1 NASA- Random System-centric | Partially
Scheduler coordinated

2 Condor-Flock | P2P (Pastry) System-centric | Partially
P2P coordinated

3 Grid- P2P (Decentralised User-centric Coordinated
Federation directory)

4 Legion- Random System-centric | Coordinated
Federation

5 Nimrod-G Centralised User-centric Non-coordinated

6 Condor-G Centralised System-centric | Non-coordinated

7 Our-Grid P2P System-centric | Coordinated

8 Tycoon Centralised User-centric Non-coordinated

9 Bellagio Centralised User-centric Coordinated

tendering/contract-net model, the auction model, thedaised proportional resource shar-
ing model, the community/coalition model and the monopolydei. We focus on the
commodity market model [176]. In this model every resouras & price, which is based
on the demand, supply and value in the Grid-Federation. Gamamy model driven re-
source allocation methodology focuses on: (i) optimisiagource provider's objective
functions, and (ii) increasing end-user’s perceived Qd8evhased on QoS level indica-
tors and QoS constraints.

The rest of this chapter is organised as follows. In Secti@wk summarise our
Grid-Federation and Section 4.3 deals with various expamisithat we conducted to
demonstrate the utility of our work. Section 4.4 exploresous related projects. We

end this chapter with some concluding remarks in Section 4.5

4.2 Grid-Federation

Grid Federation Agent

We define our Grid-Federation (shown in Fig. 4.1) as a meshathat enables logical
coupling of cluster resources. The Grid-Federation suppgmolicy based [40] transpar-
ent sharing of resources and QoS [98] based job scheduling.al¥d propose a new

computational economy metaphor for cooperative fedaraifaclusters. Computational
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Figure 4.2: Grid-Federation superscheduling architectur

economy [3, 162, 172] enables the regulation of supply amoashel of resources, offers
incentive to the resource owners for leasing, and promotestiased resource allocation.
The Grid-Federation consists of the cluster owners as resquoviders and the end-users
as resource consumers. End-users are also likely to beotgipally distributed, having
different performance goals, objectives, strategies @mdlathd patterns. We focus on op-
timising the resource provider’s objective and resouragsamer’s utility functions by
using a quoting mechanism. The Grid-Federation consisthister resources distributed
across multiple organisations and administrative domd&io®nable policy based coordi-
nated resource sharing between these clusters, we defimaatel a new RMS system,
which we call Grid Federation Agent (GFA). A cluster can bmeca member of the fed-
eration by instantiating a GFA component. GFA acts as a resarp-coordinator in the
federated space, spanning over all the clusters. These @BfAsfederation inter-operate

using an agreed communication primitive over the shareerébn directory.

This section provides comprehensive details about ourqzeg Grid-Federation, in-
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cluding models used for budget and deadline calculatioribarsimulations of the next

section. The model defines the following functional moduiea GFA:

Grid Resource Manager(GRM)

The Grid resource manager is responsible for superscimggdilie locally submitted
jobs in the federation. Further, it also manages the exatofiremote jobs in conjunction
with the LRMS on the local resourcelocal jobsrefers to the jobs submitted by the
local population of users, whikemote jobsefers to the incoming jobs from remote Grid
resource managers. A Grid resource manager provides admgmtrol facility at each
site in the federation. Fig. 4.2 shows the Grid-Federatigmesscheduling architecture
that we propose. In Fig. 4.2, a GRAN the federation with modules GRM, LRMS and
DIM is shown. The GRM component of GFA is connected to the fatilen queue which
accepts the incoming remote jobs (from the federation) dbkaselocal jobs. All the
remote jobs are transferred to the local queue which is cbedr by the GFAs LRMS
module. A GRM can also export the locally submitted jobs teo#ites in the federation
depending on the user specified QoS requirements. The jaohissibn and migration

process is represented by a dashed arrow in the Fig. 4.2.

A local user submits his job to the GRM which then places it mféderation queue.
GRM analyses the user’s QoS specification and then sends ymessage to the DIM.
The DIM returns the I-st fastest or I-st cheapest machingeasifsed in the QoS require-
ments. If the returned machine is the local resource thejothis transferred to the local
queue. Otherwise, the job is transferred to a remote sitbarfaéderation. GRMs un-
dertake one-to-one negotiation before submitting a jobrenaote site. The GRM local
to the submitted job sends admission control negotiate agesw® the remote GRM re-
gquesting a guarantee on the total job completion time. g this, the contacted GRM
queries its LRMS. If the LRMS reports that the job can be conepletithin the spec-
ified deadline, then the admission control acceptance messasent to the requesting
GRM. On receiving the acceptance, the GRM sends the job. Taesite GRM-to-GRM
negotiation scheme prevents the GRMs from submitting utgidnamount of jobs to the

resources. Further, this approach allows autonomy foryenesource domain, as they
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Table 4.2: Resource and workload notations.

D

Symbol Meaning
n number of Grid Federation Agents (GFAS) in the Grid netwg
Ty, number of users over all clusters(,_, ny, n, number of users
at GFAKE).

R; configuration of the-th resource in the system.
P incentive earned by resource owreover simulation period.
Di resource utilisation for resource at GFA
X processor architecture for resource at GFA
¢ resource access cost for resource at GFA
Di number of processors for reosurce at GFA
i operating system type for resource at GFA
i processor speed at GEA

Ui j i" user from;™* GFA/resource.

Jijk i-th job from thej-th user ofk-th GFA.

Dijik number of processor required by; ;..

bi jk assigned budget tg, ; ;.

dijk assigned deadline td ; ;.

Gijk operating system type required By; ;.

D(J; x, Ri) | time function (expected response time iy . at resource).
B(J;jx, Ry) | costfunction (expected budget spent pr ;, at resource).

d; i effective deadline fov; ; ;.

lijk job length forJ; ; , (in terms of million instructions)

QG communication overhead fof ; .

7(Jijk) returns next SLA bid interval\t,,, .,  for J; ;.
bregi total SLA bid interval/delay fotJ; ; ;..
Atyey, ..., | total delay forp-th SLA bid for J; ; .

n; total jobs in the federationzczw):1 Ny Us).

Siik job submission delay (user to GFA).

finished job return delay (GFA to user) .
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Table 4.3: Queuing and resource discovery service nottion
Symbol | Meaning
Asra;, | SLA arrival rate at GFA.
tsra, | SLA satisfaction rate at GFA
A total incoming RLQ/RUQ arrival rate at a network queue
Aout outgoing RLQ/RUQ rate at a network queie
Ln; average network queue service rate at a Grid peer
Qm,: | setof jobs that have been assigned but not accepted at&A
timet.
¢ . | setofjobs that have been accepted at GkAt timet.
.t | setof jobs sorted in decreasing order of incentive it pregitb
the resource owner at GEA at timet.
[y average query reply rate for index service at GFA/peer
Al incoming RUQ (publish) rate at a application service
A incoming RLQ (subscribe) rate at a application service
Al incoming query rate at a Chord routing servicEom the local
application service.
Ain. | incoming index query rate at a application servi¢em its local
Chord routing service.
rijk | an RLQ forJ; ;.
U; an RUQ for thei-th GFA/peer/resource.
dim dimensionality or number of attributes in the Cartesian spac
Somin minimum division level ofl-dimensional resource attribute space.
Jmasz maximum allowed depth of thédimensional index tree.
d number of dimensions for the CAN.
b base of the identifier space for Pastry.
K network queue size.
gindex; | object encapsulating details on a GFAs IP address, sepoce
number etc.
M random variable denoting number of of messages generated in
mapping an RLQ or RUQ.
T random variable denoting number of disjoint query path unde
taken in mapping an RLQ or RUQ.
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have capability to perform per job-basis admission comteaision. All migrated jobs are
queued in the federation queue, then subsequently traegfer the local queue for final
execution process.

The proposed Grid-Federation mechanism can leveragecssrof Grid-Bank [6] for
credit management. The participants in the system can udgeBank to exchange Grid

Dollars.

Local Resource Management SystefLRMS)

In our proposed Grid-Federation distributed resourceispaystem, we assume that
every cluster has a generalized RMS, such as a SGE or PBS thagjesaciuster wide re-
source allocation and application scheduling. Most of tfelable RMS packages have a
centralised organisation similar to the master-worket pamel. In the centralised organ-
isation, there is only one scheduling controller (mastatenavhich coordinates system-
wide decisions. Grid resource manager queries LRMS to aemqfisrmation about local

job queue size, expected response time for a job, and resatilisation status.

Distributed Information Manager (DIM)

The DIM performs tasks like resource discovery and adwarient through well de-
fined primitives. It interacts with an underlying shareddeation directory (shown in
Fig. 4.1). Recall that we assume the directory informatioshisred using some efficient
protocol (e.g. a P2P protocol). In this case, the P2P systewides a decentralised
database with efficient updates and range query capadilitielividual GFAs access the
directory information using the interface shown in Fig.,4.&. subscribe, quote, unsub-
scribe and query. In this chapter, we are not concerned Wtispecifics of the interface
(which can be found in Chapter 6). The resource discoverytimmadncludes searching
for suitable cluster resources while resource advertisemeoncerned with advertising
resource capability (with pricing policy) to other clust@n the federation. The federation
directory maintains quotes or advertised costs from each iGEe federation.

In Table 4.2 and 4.3, we present the various notations ancthpadameters that are
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utilised in this thesis. Each quote consists of a resourserg@ion R;, for clusteri, and a
costc; for using that resource configured by respective clustereosvriJsingR; andc;, a
GFA can determine the cost of executing a job on clusterd the time taken, assuming
that the cluster has no load. The actual load of the cluster needs to be detedmi
dynamically and the load can lead to changes in time takejolocompletion. In this
work, we assume that remains static throughout the simulations. Each GFA camyque
the federation directory to find theeth fastest cluster or the-th cheapest cluster. We
assume the query process is optimal, i.e. that it takésg n) messages [33] to query the
directory, when there are GFAs in the system. Although, we consider the number of

additional messages that are used to satisfy our Grid-&gderscheduling process.

4.2.1 Decentralised Market Place and Grid-Federation

Grid computing assembles resources that are well manageerful and well connected
to the Internet. Grids present a platform for Grid Partioigg GPs) to collaborate and co-
ordinate resource management activities. Key GPs inchproducersGrid resource-
owners) anadonsumergGrid users). GPs have different goals, objectives, gjrase and
supply and demand functions. GPs are topologically disteith and belong to differ-
ent administrative domains. Controlled administration afdGesources gives an ability
to provide a desired QoS in terms of computational and seoedficiency, software or
library upgrades. However, such controlled administratibresources gives rise to vari-
ous social and political issues on which these resourcesiade available to the outside

world.

A resource owner invests a significant amount of money inbéstang the resource
such as, initial cost of buying, setting up, maintenance twsuding hiring the admin-
istrator and expense of timely software and the hardwareagiegg. There is a complex
diversity in terms of resources’ usage policies, loads aadability. Resource owners in
a grid behave as rational participants having distinctestadddings with potentially con-
flicting and diverse utility functions. In this case, resmipwners apply resource sharing
policies that tend to maximize their utility functions [686]. Similarly, the resource

consumers in a grid associate QoS based utility constrairitseir applications and ex-
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pect that the constraints are satisfied within the acceplahlts. Every resource owner
makes the policy related decision independently that begsthaes his objective func-
tion. Likewise, resource consumers have diverse QoS bdsigygl econstraints, priorities

and demand patterns.

To capture the above dynamics and complexity of Grid resosinaring environment,
Grid-Federation applies market based economy principlesstource allocation and ap-
plication scheduling. In particular, we adopt commodityrkea model. In this model,
every resource owner sets up a fixed price based on the demrahis fresources in the
decentralised market place. Resource owner advertisessibpsirce access cost through
its local GFA service. Analysing different pricing algdmih based on supply and de-
mand function is a vast research area. Investigating howltister owners determine the

price [43, 155, 176] of their commodity is subject of futurenk.

4.2.2 General Grid-Federation Superscheduling Technique

In this section we describe our general Grid-Federatiordalng technique. In Fig. 4.1

a user who is local to GFA is submitting a job. If the user’s job QoS can not be satisfied
locally then GFA3 queries the federation directory to obtain the quote of teefastest or

1-st cheapest cluster. In this case, the federation dingcgburns the quote advertised by
GFA 2. Following this, GFA3 sends a negotiate message (enquiry about QoS guarantee
in terms of response time) to GEA If GFA has too much load and cannot complete the
job within the deadline then GFA queries the federation directory for tBend cheap-
est/fastest GFA and so on. The query-negotiate procespesiied until GFA3 finds a

GFA that can schedule the job (in this example the job is fijretheduled on sitg).

Every federation user must express how much he is willingio galled dudget and
required response time, calledl@adling for his job numbey. In this work, we say that a
job’s QoS has been satisfied if the job is completed withingetdnd deadline, otherwise
itis not satisfied. Every cluster in the federation has ite ogsource se; which contains
the definition of all resources owned by the cluster and réathg offered.R; can include
information about the CPU architecture, number of procasdRAM size, secondary

storage size, operating system type, etc. In this wBfks (p;, i, v:) which includes the
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number of processorsg;, their speedy; and underlying interconnect network bandwidth
~;. We assume that there is always enough RAM and correct opgatstem conditions,
etc. The cluster owner chargesper unit time or per unit of million instructions (Ml)

executed, e.g. per 1000 M.

We write J; ; . to represent the-th job from thej-th user of thek-th resource. A
job consists of the number of processors requigeg, the job length/; ; ;. (in terms of
instructions), the budgeh; ; ., the deadline or maximum delay, ; . and the communica-

tion overheady; ; x.

To capture the nature of parallel execution with messagsima®verhead involved
in the real application, we considered a part of total exeoutme as the communication
overhead and remaining as the computational time. In thi&wee consider the network
communication overhead, ; ;. for a parallel jobJ; ; , to be randomly distributed over the
processes. In other words, we don’t consider the case e@n wharallel program written
for a hypercube is mapped to a mesh architecture. We asswanthéhcommunication
overhead parametet; ; ,, would scale the same way over all the clusters depending.on

The total data transfer involved during a parallel job exiecuis given by

U'(Jijk, Ri) = gk Ve 4.1)

The time for jobJ; ; x = (Pij ks lijks bijks dijie, i j i) O €XECULE ON resourde,, is

l; '(J;in R
DU = e T w
m i7j,k m
i
D R = s s “s)

Hm pi,j,k Tm
and the associated cost is
l; s
B(Jij Rn) = Cop—2E— (4.4)
Hm Dij k
If s; ;1 Is the time thav, ; , is submitted to the system then the job must be completed

by time Sijk T di,j,k-



90 Chapter 4. Grid-Federation

4.2.3 QoS Driven Resource Allocation Algorithm for Grid-Federation

We consider a deadline and budget constrained (DBC) schegdalgorithm, or cost-

time optimisation scheduling. The federation user cani§paay one of the following

optimisation strategies for their jobs:

e optimisation for time (OFT) — give minimum possible respsrtgne within the

budget limit;

e optimisation for cost (OFC) — give minimum possible cost witthe deadline.

For each job that arrives at a GFA, called the local GFA, thieviong is done:

1. Setr = 1.

2. If OFT is required for the job then query the federatiordiory for ther-th fastest
GFA; otherwise OFC is required and the query is made for-tttecheapest GFA.

Refer to the result of the query as the remote GFA.

3. The local GFA sends a message to the remote GFA, requestograntee on the

time to complete the job.

4. If the remote GFA confirms the guarantee then the job is sémerwiser := r + 1

and the process iterates through step 2.

Recall that we assume each query takékg n) messages and hence in this work we
use simulation to study how many times the iteration is utadten, on a per job basis
and on a per GFA basis. The remote GFA makes a decision imtadigon receiving
a request as to whether it can accept the job or not. If thes jQI@S parameters cannot
be satisfied (after iterating up to the greatestich that GFA could feasibly complete the
job) then the job is dropped.

Effectively, for job J; ;. that requires OFC then GF& with R, is chosen such that
B(Ji g, Rin) = ming ey <n{ B(Ji j i, Ren) s @NAD(J; j i, Rin) < 845 + di j - Similarly,
for OFT then GFAm is chosen such thaD(J; x, R,,) = ming <<, {D(J; jx, Ru)},
andB(J; i, Rin) < bij
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4.2.4 Quote Value

We assume; remains static throughout the simulations. In this work, axe only in-
terested in studying the effectiveness of our Grid-Fedmraguperscheduling algorithm

based on the static access chargén simulations, we configure using the function:

ci = f() (4.5)

where,

Flu) = 5 " (4.6)

c is the access price andis the speed of the fastest resource in the Grid-Federation.

4.2.5 User Budget and Deadline

While our simulations in the next section use trace data forcjoaracteristics, the trace
data does not include user specified budgets and deadlireep@&mnob basis. In this case

we are forced to fabricate these quantities and we incluglenibdels here.

For a userj, we allow each job from that user to be given a budget (using/i),

bi’j’k - 2 B(‘]l,],k7 Rk). (4.7)

In other words, the total budget of a user over simulationnisawnded and we are

interested in computing the budget that is required to sdeedll of the jobs.

Also, we let the deadline for job(using Eq. 4.2) be

di7j7k - 2D(Jl,j,k7Rk)' (4.8)

we assign two times the value of total budget and deadlinhiogiven job, as com-

pared to the expected budget spent and response time orighmting resource.
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Table 4.4: Workload and resource configuration.

Index | Resource Trace Date Processors | MIPS | Total Quote | NIC to Network
/ Cluster (rat- Jobsin Bandwidth
Name ing) Trace (Gb/Sec)
1 CTC SP2 June96-May97 512 850 79,302 4.84 2
2 KTH SP2 Sep96-Aug97 100 900 28,490 5.12 1.6
3 LANL CM5 Oct94-Sep96 1024 700 201,387 | 3.98 1
4 LANL Origin Nov99-Apr2000 2048 630 121,989 | 3.59 1.6
5 NASA iPSC Oct93-Dec93 128 930 42,264 5.3 4
6 SDSC Par96 Dec95-Dec96 416 710 38,719 4.04 1
7 SDSC Blue Apr2000-Jan2003 1152 730 250,440 | 4.16 2
8 SDSC SP2 Apr98-Apr2000 128 920 73,496 5.24 4

4.3 Performance Evaluation

4.3.1 Workload and Resource Methodology

We used trace based simulation to evaluate the effectigesfedbe proposed system and
the QoS provided by the proposed superscheduling algariffime workload trace data
was obtained from [66]. The trace contains real time worklohvarious supercomput-
ers/resources that are deployed at the Cornell Theory Cedii€® SP2), Swedish Royal
Institute of Technology (KTH SP2), Los Alamos National L&ANL CM5), LANL Ori-

gin 2000 Cluster (Nirvana) (LANL Origin), NASA Ames (NASA i3 and San-Diego
Supercomputer Center (SDSC Par96, SDSC Blue, SDSC SP2) (Bleet14). The work-
load trace is a record of usage data for parallel jobs that sglomitted to various resource
facilities. Every job arrives, is allocated one or more ssors for a period of time, and
then leaves the system. Furthermore, every job in the wadkltas an associated ar-
rival time, indicating when it was submitted to the sched@it® consideration. As the
experimental trace data does not include details aboutdtveonk communication over-
head involved for different jobs, we artificially introdwt¢éhe communication overhead

element as 10% of the total parallel job execution time.

The simulator was implemented using GridSim [32] toolkétthllows modeling and
simulation of distributed system entities for evaluatidrscheduling algorithms. Grid-
Sim offers a concrete base framework for simulation of ddife¢ kinds of heterogeneous
resources, brokering systems and application types. ®bigkit can simulate resource

brokering for resources that belong to a single adminiggatomain (such as a cluster)
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or multiple administrative domain (such as a grid). The aareimulation is based on
simjava [94], a discrete event simulation package implementedva. j&ihe main classes
of GridSim includes GridResource, GridSim, Gridlet, Allatiey and Gridinformation-
Service. These classes communicate using discrete mesasgjag events. To enable
parallel workload simulation with GridSim, we extended #easting AllocPolicy and
SpaceShared entities.

Our simulation environment models the following basic &gsiin addition to existing

entities in GridSim:

local user population — models the workload obtained fraandrdata;

GFA — generalized RMS system;

GFA queues (federation and local) — placeholder for incgnus from local user

population and the federation;

GFA shared federation directory — simulates an efficiertridisted query process

such as P2P.

For evaluating the QoS driven resource allocation algorjtive assigned a synthetic
QoS specification to each resource including the Quote \(gluee that a cluster owner
charges for service), having varying MIPS rating and urnylegl network communication
bandwidth. The simulation experiments were conducted liging workload trace data
over the total period df days (in simulation units) at all the resources. Hencecéffely
our simulation considers only a fraction of jobs per compyiBite as compared to the total
number of jobs that were submitted. For example, origingly02 jobs were submitted
to CTC SP2 over a period afyear, while our simulation considers orly7 jobs (no. of
jobs submitted ovet days). We consider the following resource sharing enviremnfor

our experiments:
e independent resource:- Experiment 1;
e federation without economy:- Experiment 2;

¢ federation with economy:- Experiments 3, 4, and 5.
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Table 4.5: Workload processing statistics (Without Fetilena

Index | Resource Average Total Jobs | Total Job Ac- | Total Job Re-
/ Cluster | Resource cepted(%) jected(%)
Name Utilization
(%)

1 CTC SP2 53.492 417 96.642 3.357

2 KTH SP2 50.06438 163 93.865 6.134

3 LANL CM5 47.103 215 83.72 16.27

4 LANL Origin | 44.55013 817 93.757 6.24

5 NASA iPSC 62.347 535 100 0

6 SDSC Par96 | 48.17991 189 98.941 1.058

7 SDSC Blue 82.08857 215 57.67 42.3255

8 SDSC SP2 79.49243 111 50.45 49.54

4.3.2 Experiment 1 — independent resources

In this experiment the resources were modeled as an indepeerdtity (without feder-
ation). All the workload submitted to a resource is procdssed executed locally (if
possible). In Experiment 1 (and 2) we consider, if the usquest can not be served
within requested deadline, then it is rejected otherwiseatccepted. In original trace, as
jobs were supposed to be scheduled on the local resourceyswéne queued in untill the
required number of processors became available. Effdgtine job was rejected in the
original trace. During Experiment 1 (and 2), we evaluategegormance of a resource
in terms of average resource utilization (amount of realkwbat a resource does over
the simulation period excluding the queue processing aediie), job acceptance rate
(total percentage of jobs accepted) and conversely thegjebtron rate (total percentage
of jobs rejected). The result of this experiment can be faori@dble 4.5 and Fig. 4.3. Ex-
periment 1 is essentially the control experiment that islasea benchmark for examining

the affects of using federated (with and without economwyisig of resources.

4.3.3 Experiment 2 — with federation

In this experiment, we analyzed the workload processingstts of various resources
when part of the Grid-Federation but not using an economidehoIn this case the

workload assigned to a resource can be processed localtaska local resource is not
available then online scheduling is performed that comsithes resources in the federation

in decreasing order of their computational speed. We alsotify the jobs depending on
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Table 4.6: Workload processing statistics (With Federgtio

Index | Resource Average Total | Total Total No. of | No. of | No. of
/ Cluster | Resource Job Job  Ac- | Job Re- | Jobs Jobs Remote

Name Utilization cepted(%) | jected(%)| Pro- Mi- jobs

(%) cessed grated pro-

Locally to Fed- | cessed
eration

1 CTC SP2 87.15 417 100 0 324 93 72
2 KTH SP2 68.69 163 99.38 0.61 110 52 35
3 LANL CM5 67.20 215 90.69 9.30 145 50 70
4 LANL Origin 77.62 817 98.89 1.10 733 75 81
5 NASA iPSC 78.73 535 99.81 0.18 428 106 129
6 SDSC Par96 | 79.17 189 100 0 143 46 30
7 SDSC Blue 90.009 215 98.60 1.39 105 107 7
8 SDSC SP2 87.285 111 97.29 2.70 54 54 89

whether they are processed locally or migrated to the féidetaTable 4.6 and Fig. 4.3

describes the result of this experiment.

4.3.4 Experiment 3 — with federation and economy

In this experiment, we study the computational economy pietain the Grid-Federation.
In order to study economy based resource allocation mestmaitiwas necessary to fab-
ricate user budgets and job deadlines. As the trace datandbv@sdicate these QoS pa-
rameters, so we assigned them using Egs. 5.8 and 5.9 to glth@cross the resources.
We performed the experiment unddrdifferent combination of user population profile:
OFT =iandOFC = 100 — i fori = 0, 10, 20, . . ., 100.

Fig. 4.4,4.5, 4.6, 4.7 and 4.8 describes the result of thpeement.

4.3.5 Experiment 4 — message complexity with respect to jobs

In this experiment, we consider total incoming and outgoimessages at all GFAs. The
various message type includes negotiate, reply, job-ssgiom (messages containing ac-
tual job) and job-completion (message containing job otitpwe quantify the number
of local messages (sent from a GFA to undertake a local jobdding) and remote mes-
sages (received at a GFA to schedule a job belonging to a ee@fA in the federation).
The experiment was conducted for the same user populatoespdained in experiment

3. Fig. 4.9 describes the result of this experiment.
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4.3.6 Experiment 5 —message complexity with with respect to system
size

This experiment measures the system’s performance in tefithe total message com-
plexity involved as the system size grows from 10 to 50. I3 tase, we consider the
average, max and min number of messages (sent/recv) pep&rAdb basis. Note that,
in casen messages are undertaken to schedule a job then it involxesssing (ifn. > 2
then(n — 2)/2, elsen/2) entries of the GFA list. To accomplish larger system size, w
replicated our existing resources accordingly (shown ioldd.4). The experiment was
conducted for the same user populations as explained imiexgrat 3. Fig. 4.10 and 4.11

describe the result of this experiment.

4.3.7 Results and observations

Justifying Grid-Federation based resource sharing
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Figure 4.3: Resource utilization and job migration plot.

During experiment 1 we observed that 5 out of 8 resourcesiradainderutilized
(less than 60%). During experiment 2, we observed that dvesource utilization of
most of the resources increased as compared to experimeheh they were not part of
the federation), for instance resource utilization of CTQ $Rreased from 53.49% to

87.15%. The same trends can be observed for other resooéeter to Fig. 4.3(a)).
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There was an interesting observation regarding migratioth® jobs between the re-
sources in the federation (load-sharing). This charatterivas evident at all the re-
sources including CTC SP2, KTH SP2, NASA iPSC etc. At CTC, whiad total 417
jobs to schedule, we observed that 324 (refer to Table 4.6gord3(b)) of them were
executed locally while the remaining 93 jobs migrated anecated at some remote re-
source in the federation. Further, CTC executed 72 remot® hich migrated from
other resources in the federation.

The federation based load-sharing also lead to a decredbe itotal job rejection
rate, this can be observed in case of resource SDSC Blue welel rejection rate
decreased from 42.32% to 1.39% (refer to Table 4.5 and TaB)eMote that, the average
job acceptance rate, over all resources in the federaticrgased from 90.30% (without
federation) to 98.61% (with federation). Thus, for the giyeb trace, it is preferable to
make use of more resources, i.e. to migrate jobs. In othedsydhe job trace shows the

potential for resource sharing to increase utilizatiorhef system.

Resource Owner Perspective

In experiment 3, we measured the computational economtecekeehavior of the system
in terms of its supply-demand pattern, resource owner’sritice (earnings) and end-
user’'s QoS constraint satisfaction (average responseatm@verage budget spent) with
varying user population distribution profiles. We study tekationship between resource
owner’s total incentive and end-user’s population profile.

The total incentive earned by different resource ownerh wairying user population
profile can be seen in Fig. 4.4(a). The result shows as exgpptethe owners (across all
the resources) earned more incentive when users sought ToEall [ncentive2.30 x 10°
Grid Dollars) as compared to OFC (Total Incenti&2 x 10° Grid Dollars) . During
OFT, we observed that there was a uniform distribution ofabs across all the resources
(refer to Fig. 4.5(a)) and every resource owner earned soganiive. During OFC, we
observed a non-uniform distribution of the jobs in the fedien (refer to Fig. 4.5(a)). We
observed that the resources including CTC SP2, LANL CM5, LANlg®@, SDSC par96
and SDSC Blue earned significant incentives. This can alstbereed in their resource

utilization statistics (refer to Fig. 4.5(a)). Howeveretfaster resources (e.g. KTH SP2,
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Figure 4.4: Resource owner perspective.

NASA IPSC and SDSC SP2) remained largely underutilized addaot get significant

incentives.
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Figure 4.5: Resource owner perspective.

Furthermore, the results indicate an imbalance betweeretdwirce supply and de-
mand pattern. As the demand was high for the cost-effectiseurces compared to the
time-effective resources, these time-effective resaireeained largely underutilized.
In this case, the majority of jobs were scheduled on the efisttive computational re-
sources (LANL CM5, LANL Origin, SDSC Par96 and SDSC Blue). Tisishe worst
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case scenario in terms of resource owner’s incentive a@lbsise resources in the fed-
eration. Although, when the majority of end-users sought @fore than 50%), we
observed uniform distribution of jobs across resourcesénféderation. Every resource
owner across the federation received significant incerftefer to Fig. 4.4(a)) and had
improved resource utilization (refer to Fig. 4.5(a)). Tdesenarios show balance in the
resource supply and demand pattern.

Further, in this case (the majority of users sought OFT (ntloba@ 50 percent)), the
average resources in terms of cost/time effectiveness C32#896 and SDSC Blue) made
significant incentive (which can also be seen in their awer#dization) as compared to
when OFC users constituted the majority population. Prigb#tis is due to computa-
tional strength of cost-effective resources (Since LANLg®rand LANL CM5 offered
2048 and 1024 nodes, therefore collectively they satisfiedrtajority of end-users). So,
when OFT users formed the majority it resulted in increasfidw of the remote jobs to
these average resources. Similar trends can be identifigeiinrespective total remote
job service count (refer to Fig. 4.4(b)). Note that, totahcte job service count for cost-
effective computational resources (LANL Origin, LANL CM5gdreased considerably
as the majority of end-users sought OFT(refer to Fig. 4)4(b)
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Figure 4.6: Resource owner perspective.

Fig. 4.6 shows job migration characteristics at variousueses with different popu-

lation profile. We observed that the most cost-efficient ues® (LANL Origin) experi-
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enced increased job migration rate in the federation as #jerity of its users opted for
OFT. Conversely, for the most time-efficient resource (NABSC) we observed slight
reduction in the job migration rate.

Thus, we conclude that resource supply (number of resoumeders) and demand
(number of resource consumers and QoS constraint pre@r@adtern can determine

resource owner’s overall incentive and his resource uSzg@asio.

End Users Perspective

We measured end-users QoS satisfaction in terms of thegeveeaponse time and the
average budget spent under OFC and OFT. We observed thatdhesers experienced
better average response times (excluding rejected jobshwiey sought OFT for their
jobs as compared to OFC (100% users seek OFC). At LANL Originl¢eling rejected
jobs) the average response time for users wés5s x 10° simulation seconds which re-
duced tc5.176 x 10° for OFT (100% users seek OFT) (refer to Fig. 4.7(a)). The esers
spent more budget in the case of OFT as compared OFC (refeg.td.F(b)). This shows
that users get more utility for their QoS constraint paranetsponse time, if they are
willing to spend more budget. Overall, the end-users aathsse resources in the feder-
ation experienced improved response time when the majwitgtituted OFT population.
Although, the end-users belonging to resource LANL CM5 dithaal significant change
in their response time even with OFT preference. It may betdukeir job arrival pat-
tern, that may have inhibited them from being scheduled ertithe-efficient resources
(though we need to do more investigation including job atmpattern and service pattern
at various resources in order to understand this ).

Note that, Fig. 4.8(a) and Fig. 4.8(b) include the expectethbt spent and response
time for the rejected jobs assuming they are executed orrigieating resource. Fig. 4.5(b)
depicts the number of jobs rejected across various reseduggng economy scheduling.
During this experiment, we also quantified the average resptme and the average bud-
get spent at the fastest (NASA iPSC) and the cheapest reqautisik. Origin) when they
are not part of the Grid-Federation (without federationg ddserved that the average re-
sponse time at NASA iPSC wds268 x 10% (without federation) simulation seconds as

compared td.550 x 10? (refer to Fig. 4.8(a)) simulation seconds during OFT (10G%rs
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seek OFT) (as part of federation). Accordingly, at LANL Omi¢he average budget spent
was4.851 x 10° (without federation) Grid Dollars as comparedsta89 x 10° (refer to
Fig. 4.8(b)) Grid Dollars during OFC (100% users seek OFChgas of the federation).
Note that, the plots Fig. 4.8(a) and Fig. 4.8(b) do not ineltite average response time

and budget spent for without federation case.
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Figure 4.7: Federation user perspective: excluding regejctbs.
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Figure 4.8: Federation user perspective: including repbgibs.

Clearly, this suggests that although federation-basediressharing leads to better

optimisation of objective functions for the end-users asrall the resources in the feder-
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ation, sometimes it may be a disadvantage to the users wbad#b the most efficient

resources (in terms of time or cost).
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Figure 4.9: Remote-Local message complexity.

Remote and Local Message Complexity

In experiment 4, we measured the total number of messagearsgmneceived at various
GFA's in the federation with varying user population prdfild=ig. 4.9 shows the plot of
the local and remote message count at various GFAs in theafiale during economy
scheduling. When 100% users seek OFC, we observed that redoAill. Origin re-
ceived maximum remote messages(7 x 10° messages) (refer to Fig. 4.9(a)) followed
with LANL CM5 (the second cheapest). LANL Origin offers thea# cost, so in this
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case every GFA in the federation attempted to migrate tbbs o LANL Origin, hence
leading to increased inflow of the remote messages. While W86 users seek OFT,
we observed maximum number of remote messages at the red8ARA iIPSC (refer
to Fig. 4.9(a)) followed by SDSC SP2 (the second fastest)ceSithese resources were
time-efficient, therefore all the GFAs attempted to trangffieir jobs to them. The total
messages involved during this case Wwagl8 x 10* as compared t®.024 x 10* during
OFC. This happened because the resources LANL Origin and LBMB had 2048 and
1024 computational nodes and a fewer number of negotiatessages were undertaken
between GFA's for the job scheduling.

Fig. 4.9(b) shows total number of local messages underiatk&nesource for schedul-
ing work. The results shows, as more users sought OFT, iteelSn increased local mes-
sage count at cost-effective resources (LANL Origin, LANL &M Conversely, faster
resources experienced greater remote message count. Witké&ek OFC and 50% seek
OFT, we observed uniform distribution of local and remotessages across the federation
(refer to Fig.4.9(a)).

To summarise, we observed linear increase in the total pesxaunt with increasing
number of the end-users seeking OFT for their jobs (referigo 4£9(c)). Hence, this
suggests that the resource supply and demand patterryldetgrmines the total number
of messages undertaken for the job scheduling in the cormmougheconomy based Grid
system.

Overall, it can be concluded that the population mix of ugekghich 70% seek OFC
and 30% seek OFT seems most suitable from the system andiageswner perspective.
In this case, we observed uniform distribution of jobs, mteees across the resources.
Further, this population mix does not lead to excessive aggssount as compared to

other population mix having greater percentage of useidrsg©FT.

System’s Scalability Perspective

In experiment 5, we measured the proposed system’s saélatith increasing numbers
of resource consumers and resource providers. The firsbp#its experiment is con-
cerned with measuring the average number of messagesaédaischedule a job in the

federation as the system scales. We observed that at a syizienf 10, OFC scheduling
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Figure 4.10: System’s scalability perspective: messag®ebaxity per job with increasing
system size.

required an average 5.55 (refer to Fig. 4.10(b)) messagesmgared to 10.65 for OFT
(Fig. 4.10(b)). As the system scaled to 50 resources, theageenessage complexity
per job increased to 17.38 for OFC as compared to 41.37 d@#iQ This suggests that
OFC job scheduling required less number of messages tharj@ddFtheduling, though
we need to do more work to determine whether this is due tar délagors such as bud-
gets/deadlines assigned to jobs. We also measured thegavarenber of (sent/received)
messages at a GFA while scaling the system size (refer todHid). During OFC with
10 resources, a GFA sent/received an avetaggs x 10° (refer to Fig. 4.11(b)) mes-
sages to undertake scheduling work in the federation as am@do6.039 x 10? (refer to

Fig. 4.11(b)) messages during OFT. With 40 resources ingtier&tion, the average mes-
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sage count per GFA increasedit943 x 10° for OFC as regards 099 x 10* messages
for OFT.
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Figure 4.11: System'’s scalability perspective: messaggbexity per GFA with increas-
ing system size.

Figures 4.10(b) and 4.11(b) suggests that the user populiaitiuding 10%, 20% or
30% OFT seekers involves less number of messages per jdbffebasis in compari-
son to 0% OFT seekers. However, with further increase in G#€kers generates more
messages per job/per GFA basis.

From Fig. 4.10(b) and 4.11(b), note that the average message grows relatively
slowly to an exponential growth in the system size. Thus, areexpect that the average
message complexity of the system is scalable to a largemsysitee. More analysis is

required to understand the message complexity in this cak®mvever, the maximum
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message count suggests that some parts of the system acaladies and we need to do
more work to avoid these worst cases, e.g. by incorporatiogermtelligence into the
shared federation directory.

Overall, we averaged the budget spent for all the users ifeteration during OFC
and without federation (independent resources). We obddhat during OFC, the aver-
age budget spent w&s874 x 10° Grid Dollars (we included the expected budget spent
of rejected jobs on the originating resource) as comparédf® x 10° during without
federation. However, at most popular resource (LANL Onigire average budget spent
for local users during OFC was189 x 10° as compared td.851 x 10° during without
federation. Similarly, we averaged the response time fahalusers in the federation dur-
ing OFT and without federation. We observed that during QR average response time
was1.171 x 10* simulation units (we included the expected response timejetted jobs
on the originating resource ) as compared.297 x 10* during without federation. But at
the most popular resource (NASA iPSC) the average respansdir local users during
OFT wasl1.550 x 10® as compared ta.268 x 10? during without federation. Clearly,
this suggests that while some users that are local to thelgposources can experience
higher cost or longer delays during the federation basealres sharing but the overall

users’ QoS demands across the federation are better met.

4.4 Related Work

Resource management and scheduling for parallel and distdlsystems has been in-
vestigated extensively in the recent past (AppLes, NetS[d8], Condor, LSF, SGE, Le-
gion, Condor-Flock, NASA-Superscheduler, Nimrod-G and @uo+@). In this chapter,
we mainly focus on superscheduling systems that allow sdimgfjobs across wide area
distributed clusters. We highlight the current scheduhmgthodology followed by Grid
superscheduling systems including NASA-superschedGlendor-Flock (based on P2P
substrate Pastry [143]), Legion-based federation and Res®@rokers. Furthermore, we
also discuss some computational economy based clusterrahdyGtems.

The work in [152] models a Grid superscheduler architecame presents three dif-

ferent distributed job migration algorithms. In contrastthis superscheduling system,



4.4. Related Work 107

our approach differs in the following (i) the job-migratiam the load-balancing in the
Grid-Federation is driven by user specified QoS constraindsresource owners’ sharing
policies; (ii) our approach gives a resource owner commetenomy over resource al-
location decision; and (iii) our superscheduling mechanigilizes decentralised shared

federation directory for indexing and querying the researc

The work in [29] presents a superscheduling system thatistsnsf Internet-wide
Condor work pools. They utilize Pastry routing substraterganize and index the Con-
dor work pool. The superscheduling mechanism is based damsysentric parameters.
In comparison to this work, Grid-Federation is based on aieaksed shared federation
directory. Further, our superscheduling scheme consigascentric parameters for job

scheduling across the federation.

OurGrid [9] provides a Grid superscheduling middle-warfeastructure based on the
P2P network paradigm. The OurGrid community is basicallykection of a number
of OurGrid Peer (OG Peer) that communicate using P2P pristo&uperscheduling in
OurGrid is primarily driven by the site’s reputation in thenemunity. In contrast, we pro-
pose more generalized resource sharing system based enadat models. Further, our
superscheduling system focuses on optimising resourcergvamd consumers objective

functions.

Bellagio [13] is a market-based resource allocation systniederated distributed
computing infrastructures. Resource allocation in thisesyss based on bid-based pro-
portional resource sharing model. Bids for resources asgateby a centralised auction-
eer. In contrast, we propose a decentralised superschgdyistem based on commodi-
ties markets. Resource allocation decision in our propogstés is controlled by the

concerned site , hence providing complete site autonomy.

Tycoon [109] is a distributed market-based resource dilmecasystem. Application
scheduling and resource allocation in Tycoon is based oandedised isolated auction
mechanism. Every resource owner in the system runs its owtoaufor his local re-
sources. Furthermore, auctions are held independently, dlearly lacking any coordi-
nation. In contrast, we propose a mechanism for cooperatidecoordinated sharing of
distributed clusters based on computational economy. \My apmmodity market model

for regulating supply and demand of resources in the GrideFagion.
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Nimrod-G [3] is an resource management system (RMS) thaése&wva resource bro-
ker and supports deadline and budget constrained algaithnscheduling task-farming
applications on the platform. The superscheduling meshaimside the Nimrod-G does
not take into account other brokering systems currentlggamein the system. This can
lead to over-utilization of some resources while underzatiion of others. To overcome
this, we propose a set of distributed brokers having a ti@esp coordination mechanism.

Other systems including Libra [153] and REXEC [46] apply nedrinethodologies
for managing cluster resources within a single adminisgadomain. Finally in Ta-
ble 4.1, we summarise various superscheduling systemsl lmasenderlying network

model, scheduling parameter and scheduling mechanism.

4.5 Conclusion

We proposed a new computational economy based distriblustec resource manage-
ment system called Grid-Federation. The federation usestaghat maintain and access
a shared federation directory of resource information. #ttimne scheduling algorithm
was applied to simulate the scheduling of jobs using iteeadjueries to the federation
directory. Our results show that, while the users from pap(fast/cheap) resources have
increased competition and therefore a harder time to gdkisfr QoS demands, in general
the system provides an increased ability to satisfy QoS ddmaver all users. The result
of the QoS based resource allocation algorithm indicatasthie resource supply and de-
mand pattern affects resource provider’s overall incent@®early, if all users are seeking
either time/cost optimisation then the slowest/most egpenresource owners will not
benefit as much. However if there is a mix of users, some sgaikie and some seeking
cost optimisation then all resource providers gain somefitefnom the federation.

We analyzed how the resource supply and demand patternsatfecsystem scalabil-
ity/performance in terms of total message complexity. Imegal, the cost-time scheduling
heuristic does not lead to excessive messages, i.e. tosbxeedrectory accesses and we
expect the system to be scalable. Overall, the proposedFedération, in conjunction
with a scalable, shared, federation directory, is a favgleranodel for building large scale

Grid systems.



Chapter 5

SLA-driven Coordination Between Grid

Brokers

This chapter presents an SLA based Grid superschedulingagp that promotes co-
operative resource sharing. Superscheduling is fa@titéetween administratively and
topologically distributed Grid sites via Grid scheduleusts as resource brokers and work-
flow engines. The proposed market-based broker-to-brakarrSechanism is based on
a well-known agent coordination protocol, callsmhtract net The key advantages of this
approach are that it allows: (i) enhanced one-to-one coatidin among distributed Grid
resource brokers; (ii) resource owners to have finer dedreerdrol over the resource
allocation, which is something that is not possible wittditianal mechanisms; and (iii)
brokers to bid for SLA contracts in the contract net, withdson completing a job within
a user specified deadline. Trace based simulation studyducted in order to prove the

feasibility of the proposed SLA-based coordination protoc

5.1 Introduction

In this chapter, we propose an SLA [5, 51, 55, 130] based coated superscheduling
scheme for federated Grid systems. An SLA is the agreemeyutia¢ed between a su-
perscheduler (resource consumer) and LRMSes (resourcil@rpabout acceptable job

QoS constraints. These QoS constraints may include theegionse time and budget

109
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spent. Inherently, an SLA is the guarantee given by a resgumavider to a remote site
job superscheduler for completing the job within the speditieadline, within the agreed
budget or satisfying both at the same time. A SLA-based ¢oateld job superschedul-
ing approach has several advantages: (i) it inhibits sepedulers from submitting un-
bounded amounts of work to LRMSes; (ii) once an SLA is reaclusdys’ are certain

that agreed QoS shall be delivered by the system; (iii) jodugqug or processing delay is
significantly reduced, thus leading to enhanced QoS, oikeravpenalty model [179] is
applied to compensate them; and (iv) gives LRMSes more aatgramd better control

over resource allocation decisions.

Our SLA model incorporates an economic mechanism [13, 32] fi® job super-
scheduling and resource allocation. The economic meadmagigbles the regulation of
supply and demand of resources, offers incentive to thairesmwners for leasing, and
promotes QoS based resource allocation. Recall from Chaptee 4nainly focus on
the decentralised commodity market model [176]. In this elaVery resource has a
price, which is based on the demand, supply and value. Anomegmriven resource al-
location methodology focuses on: (i) optimizing resouraav/per’s payoff function; and
(ii) increasing end-user’s perceived QoS value; and (iiugntees that the advertised or
negotiated resource behavior are delivered to the consustss providers are penalized.
Note that our proposed superscheduling approach is stadipdrt of the Grid-Federation
scheduling system (refer to Chapter 4). Finer details abdustsystem is presented in
Chapter 4.

Our SLA model considers a collection of computational @usesources as a contract
net [157]. As jobs arrive, the Grid superschedulers undlertae-to-one contract negoti-
ation with the LRMSes managing the concerned resource. ThAecBhtract negotiation
message includes: (i) whether a job can be completed witlgirspecified deadline; and
(i) SLA bid expiration time (maximum amount of time a supgveduler is willing to wait
before finalizing the SLA). The SLA bid expiration time metlabogy we apply here is
different from that adopted in the Tycoon system [109]. ledyn, the SLA bid expiration
time at a resource is the same for all the jobs irrespectivieedf size or deadline. In this
case, the total bid-processing delay is directly contdoblg the local resource auction-

eer. In our model, the superscheduler bids with an SLA bidrapn time proportional
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to the job’s deadline. The focus is on meeting the job’s SL4ureements, particularly
the job’s deadline. The SLA contract negotiation in NASA8duler and Condor-Flock
P2P [29] is based on general broadcast and limited broadoastunication mechanism
respectively. Hence, these approaches have the followimtations: (i) high network

overhead; and (ii) scalability problems.

Site 1 Site 2
I @ I @ | Lrms GFA m{_} LRMS GFA
16

Resource HUSLA Resource

HsLA

Greedy Backfilling
allocation policy I Greedy Backfilling
—K v /Ilocauon policy
K
T
Il 1 \\ laE\
DEEERN GEEAN
'
)\ '
SLA /\SLA

Figure 5.1: SLA bid queues in the Grid-Federation.

Our time constrained SLA bid-based contract negotiatiopr@gch gives LRMSes
finer control over the resource allocation decision as caatpto traditional First-Come-
First-Serve (FCFS) approach. Existing superschedulingesysincluding Nimrod-G,
NASA-Scheduler, Condor-Flock P2P, Condor-G and Legion-Fauba [174] assume ev-
ery LRMS allocates the resources using FCFS scheduling schém#his work, we
propose a Greedy Back-filling LRMS scheduling that focuses awimizing resource
owner’s payoff function. In this case, a LRMS maintains a gquetiSLA bid requests
generated by various superschedulers in the system at &.tilgeery SLA bid has an
associated expiry time. If the concerned LRMS does not rejdlyinvthat expiry period,
then the SLA request is considered to be expired. Greedy-fiéing is based on well
known Greedy or Knapsack method [23, 50, 78]. A LRMS peridtlidgerates through

the local SLA bids and finalizes the contract with those th#té resource owner’s payoff
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function.

Fig. 5.1 shows the queue of SLA bids at each site in the feidaraEvery incoming
SLA bid is added to the GRM request queug, ; and a bid expiration timeout event is
scheduled after time intervalJ; ; .). Every resource has a different SLA bid arrival
rate,\sz 4, and SLA bid satisfaction rate,s 4. .

The rest of this chapter is organised as follows. Sectiorl5Bsents details about
our proposed bid-based SLA contract negotiation modelektiSn 5.2.2, we give details
about our proposed Greedy backfilling LRMS scheduling apgrodn Section 5.3, we
present various experiments and discuss our results. o8esi# presents some of the
related work in negotiation-based superscheduling. Wetl@sdhapter with concluding

remarks in Section 5.5.

5.2 Models

5.2.1 SLA model

The SLA model we consider is that of a set of distributed elustsources each offering
a fixed amount of processing power. The resources form palfteofederated Grid en-
vironment and are shared amongst the end-users, each hevown SLA parameters.
SLAs are managed and coordinated through an admissionotoméchanism enforced
by GFA at each resource site. Each user in the federationjoas/a; . We write J; ; ;. to
represent the-th job from thej-th user of thek-th resource. A job consists of the number
of processors requireg, ; ., the job length/; ; ,, (in terms of millions of instructions), the
communication overhead, ; ., and SLA parameters, i.e., the buddet; ., the deadline

or maximum delayy; ; .. More details about the job model can be found in Chapter 4.

SLA bid with expiration time

The collection of GFAs in the federation are referred to asrdract net, and job-migration
in the net is facilitated through the SLA contracts. Each @BA take on two roles either
amanageror contractor. The GFA to which a user submits a job for processing is reterr

to as the manager GFA. The manager GFA is responsible forstipsluling the job in
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Figure 5.2: Job superscheduling timeline.

the net. The GFA which accepts the job from the manager GFAoaadooks its execu-
tion is referred to as the contractor GFA. Individual GFAs aot assigned these roles in
advance. The role may change dynamically over time as pearsies job requirements.
Thus, the GFA alternates between these two roles or adhetesth over the course of
superscheduling.

As jobs arrive at a GFA, the GFA adopts the role of a manageitowing this, the
manager GFA queries the shared federation directory torokti@ quote for the con-
tractor GFA that matches the user specified SLA parameteoge that, users can seek
optimization for one of the SLA parameters i.e. either resgatime (OFT) or the budget
spent (OFC). Once, the manager obtains the quote for theedeintractor, it undertakes
one-to-one SLA contract negotiation with the contractdne BLA contract negotiation
message includes: (i) whether the j@b , can be completed within the specified dead-
line; and (ii) SLA bid expiration time\t,,.,; ; ;. The contractor GFA has to reply within
the bid timeAt,.4; ; x;, Otherwise the manager GFA undertakes SLA contract negotia
with the next available contractor in the net. Algorithm Sba&lding mechanism (refer
to Fig. 5.3) depicts various events and corresponding sapeduling actions undertaken
by a GFA.

Our SLA contract model considers a part of the total job deadis the SLA contract
negotiation time (refer to Eq. 5.1). The manager GFA bidb aitlifferent SLA expiration
interval given by Eq. 5.2. In Fig. 5.2 we show the job supeegsiciing timeline. The time-

kT

line includes the job submission delay,. , , total SLA contract negotiation delay,,, , , ,
expected response time (computed using Eq. 5.1) and finjshedturn delayt,, ,. The
total SLA contract bidding delay available to the manageA®&d¥ superscheduling job

Ji.jx 1S given by:



114 Chapter 5. SLA-driven Coordination Between Grid Brokers

1 PROCEDURE: SLABIDDING _MECHANISM
2 begin
3 begin
4 SUB-PROCEDURE: EVENTUSERJOB.SUBMIT (J; ; x)
5 call SLABID (J; 1)
6 end
7 begin
8 SUB-PROCEDURE: SLABID (J; ; 1)
9 Send SLA bid for jobJ; ; ;. to the next available contractor GFA (obtained by querying
the shared federation directory).
10 end
11 begin
12 SUB-PROCEDURE: EVENTSLA BID_REPLY (J; ;)
13 if SLA Contract Accepteithen
14 Send the jolJ; ; 1, to accepting GFA.
15 end
16 else
17 call SLA_BID_TIMEOUT (J; ; k).
18 end
19 end
20 begin
21 SUB-PROCEDURE: SLABID _TIMEOUT(J; ; x)
22 if 7(J; ;%) > 0then
23 call SLABID (J; j i)
24 end
25 else
26 Drop the jobJ; ; 1.
27 end
28 end
29 end

Figure 5.3:SLA bidding mechanism.

— P — —_— e —
tnegi,j,k - deﬁ tsi,j,k i,k tri,j,k (51)

The total SLA contract bid negotiation delgy,, ., assumes a finite number of values
Alneg, jonr Dtneg, ; ore-Alneg, .., 1N superscheduling a jo; ;. (refer to Fig. 5.2). We
define the value o\t , ., , by

-1
At _ tnegi,j,k B szl Atn@gi,j,k,p >

negi,j k,l 2

0 (5.2)

Note that, the value fo\t,.,, ., , can be given by other distributions [7] such as
uniform or random. We intend to analyze various distribogidor an SLA bid interval
and study its effect on our proposed superscheduling apprimaour future work. For

simplicity, in this work we use the distribution given by Ex2.
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As the superscheduling iteration increases, the manag@s @Give less time to the
contractor to decide on the SLA in order to meet the user'dgddline. This approach
allows a large number of scheduling iterations to the man@gé. However, if the user’s
SLA parameters cannot be satisfied (after iterating up tgithatest such that GFA could
feasibly complete the job), then the job is dropped. To surs®aan SLA bid for job

Ji.j., Includes:
e [-th SLA bid expiry intervat,,.,, ,, , (computed using Eq. 5.2);
e expected response timé ( ;) (computed using Eq. 5.1).

We consider the function:
T Ji,j,k — Z+ (53)

which returns the next allowed SLA bidding time intervat, ., ., for a job J; ;1

using Eq.5.2.

5.2.2 Greedy backfilling: (LRMS scheduling model)

Most of the existing LRMSes apply system-centric policies dfocating jobs to re-
sources. Some of the well-known system-centric policiekigte: (i) FCFS; (ii) Conser-
vative back-filling [160]; and (ii) Easy back-filling [65]. ¥periments [144] have shown
that the job back-filling approach offers significant impgovent in performance over the
FCFS scheme. However, these system centric approacheatall@sources based on
parameters that enhance system utilization or throughpug. LRMS either focuses on
minimizing the response time (sum of queue time and actwedwgion time) or maximiz-
ing overall resource utilization of the system, and thegenat specifically applied on a
per-user basis (user oblivious). Further, the system icebRMSes treat all resources
with the same scale, thus neglecting the resource owneysffplainction. In this case,
the resource owners do not have any control over resourgeasitbn decisions. While
in reality the resource owner would like to dictate how hisowerces are made available
to the outside world and apply a resource allocation pohey suits his payoff function.
To summarize, the system-centric approaches do not pronethanisms for resource

owners to dictate resource: (i) sharing; (ii) access afiyia{iocation policies.
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To address this, we propose a Greedy method based resolacaiah heuristic for
LRMSes. Our proposed heuristic focuses on maximizing thefpéynction for the re-
source owners. The heuristic is based on the well-knowndyraesthod [23], [50]. The
Greedy method for solving optimization problems considgedily maximizing or min-
imizing the short-term goals and hoping for the best, with@gard to the long-term
effects. This method has been used to stieknapsack probleif78]. Greedy method
considers a se$, consisting ofn items, with each item having a positive benefi;,
a positive weightw;. Given the knapsack capacity’ the Greedy heuristic focuses on
maximizing the total benefi} ... b;(z;/w;) with constrainty . _.. x; < W, such that
S C S. In this casey; is the portion of each itemwhich the Greedy method selects.

The LRMS scheduler iterates through the SLA bid queue in cagefthe following
events occur: (i) new SLA bid arrives to the site; (ii) job qaetion; or (iii) an SLA bid
reaches its expiration time. Procedure Greedy Back-filliete( to Fig. 5.4) depicts vari-

ous events and corresponding scheduling actions undertakine LRMS.

5.2.3 Integer linear programming (ILP) formulation of scheduling

heuristic

Queue @,,, maintains the the set of job SLA bids currently negotiatéith the LRMS
at GFAm by timet. We consider the SLA bid acceptance variable;,
e Definition of variable:
z; j, = 1 if the SLA request for jol; ; ;. is accepted;
z; ;. = 0 otherwise.

The Greedy Back-filling heuristic accepts SLA requests camsd to the avail-
ability of number of processors requested for job;. and expected response time
de

Z7j7k.

e Definition of the constraints:
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1 PROCEDURE: GREEDYBACKFILLING

2 begin
3 ™= Dm
4 c=0
5 Qm,t — (b
6 Zz,t — ¢
7 it @
8 begin
9 SUB-PROCEDURE:EvenSLA Bid ARRIVAL(J; ; x)
10 A SLA request message for the jdb; ;. that arrives at a GFA),,, 1 <« Qi U {Jijx}
11 Schedule the SLA bid timeout event aftelJ; ; i) time units
12 call STRICT.GREEDY()
13 end
14 begin
15 SUB-PROCEDURE:EvenSLA Bid_Timeout(/; ;)
16 A SLA bid for job J; ; i that reaches timeout period
17 if (T > Di.jk anddf’jyk > D(Ji,j,k, Rm)) then
18 Call RESERVEY; ; «)
19 end
20 else
21 Reject the SLA bid for job; ;
22 Rese@m,t — Qm,t - {Ji,j,k}
23 end
24 end
25 begin
26 SUB-PROCEDURE:EveniohFinish(/; ; 1)
27 Ajob J; ; . that finishes at a GFA Reset= 7 + p; j 1
28 call STRICT.GREEDY()
29 end
30 begin
31 SUB-PROCEDURE: RESERVH ; ;)
32 Reservep; ; ;. processors for the jol; ;
33 Resetf’ =T —= pi,j,ki Qm,t — Qm,t - {Ji,j,k}i Q;ln,t — Q;ln,t U {Ji,j,k}
34 end
35 begin
36 SUB-PROCEDURE: STRICITGREEDY()
37 Resetc =0
38 Sort the SLA bids inQ,,, ; in decreasing order of incentives and storéJij ,
39 Get the next SLA bid for jol; ; . from the list@;, ;, c=c+1
40 if (r>pijrandds;, > D(J;;x, Rm)) then
41 Call RESERVEY; ; «)
42 end
43 else
44 if ¢ < sizeof@;, ;) then
45 Iterate through step 1.39
46 end
47 end
48 end
49 end

Figure 5.4:Greedy-Backfilling resource allocation algorithm.
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Z Pijk S Pm (54)

1<i<n;
1<j<nu
1<k<n

pm total number of processors available at a LRMS (GFA); ; . denotes number
of processor requested during the SLA bid for jb .. All the accepted SLA bids

for jobs are maintained in the queqgk, ;.

e Payoff or Objective function: The LRMS scheduler accepts 3iids for the jobs
such that it maximizes the resource owners’ payoff funaimpapplying the Greedy

backfilling heuristic

Ly =maz( Y B(Jijx Rn)) (5.5)
1<i<n;
1<j<ny
1<k<n
1<m<n

5.2.4 Economic parameters
Setting price (c;)

The resource owners configure the resource access:ctistreflect its demand in the
federation. A resource owner can vagydepending on the resource demangd 4, and
resource supply.sza, pattern. In case€\sra, > psra,, then the resource owner can in-
crease:;. However,\g; 4, depends on the user population profile. If the majority ofsise
are seeking optimization for response time then time-efiicresources may increase
until gz, = psra,. Furthermore, to find the bounds @af it is mandatory to consider
the amount of budget available to the users.

For simplicity, in this work we assume thatremains static throughout the simula-
tions. We intend to analyze different pricing algorithm8][4155], [176] based on the
supply and demand function, as future work. Using the stato® ¢;, we quantify how
varying the SLA bid time affects the federated superschedglystems’ performance. In

simulations, we configure using the function:

ci = f() (5.6)
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where,

Flui) = 5 " (5.7)

c is the access price andis the speed of the fastest resource in the Grid-Federation.

Details about how users are charged on per job basis can bd floChapter 4.

User budget and deadline

While our simulations in the next section use trace data forcjoaracteristics, the trace
data does not include user specified budgets and deadlirep@njob basis. In order to
study our proposed SLA model and superscheduling appreachre forced to fabricate

these quantities and we include the models here.

For a userj, we allow each job from that user to be given a budget,

bijk =2 B(Jijn: Ri)- (5.8)

In other words, the total budget of a user over simulationnisawnded and we are

interested in computing the budget that is required to sdeedll of the jobs.

Also, we let the deadline for jol; ; , be

dijx = 3 D(Jijx, Bi). (5.9)

We assign three times the expected response time for the gitee as compared to
expected response time on the originating resource. Wehasalultiplying constant a%
for allowing the superschedulers ample time during SLA lnigd However, as a future
work we intend to analyse how does the system performanaggehahen multiplying
constant approachdsand infinity. Details about the budget and time function can b

found in Chapter 4.
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Table 5.1: Workload and resource configuration.

Index | Resource Trace Date Processors | MIPS | Total Quote | NIC to Network
/ Cluster (rat- Jobsin Bandwidth
Name ing) Trace (Gb/Sec)
1 CTC SP2 June96-May97 512 850 79,302 4.84 2
2 KTH SP2 Sep96-Aug97 100 900 28,490 5.12 1.6
3 LANL CM5 Oct94-Sep96 1024 700 201,387 | 3.98 1
4 LANL Origin Nov99-Apr2000 2048 630 121,989 | 3.59 1.6
5 NASA iPSC Oct93-Dec93 128 930 42,264 5.3 4
6 SDSC Par96 Dec95-Dec96 416 710 38,719 4.04 1
7 SDSC Blue Apr2000-Jan2003 1152 730 250,440 | 4.16 2
8 SDSC SP2 Apr98-Apr2000 128 920 73,496 5.24 4

5.3 Performance Evaluation

5.3.1 Workload and resource methodology

We performed real workload trace driven simulation to eatdithe effectiveness of the
proposed SLA based superscheduling approach. We utihgeshime traces and resources
as described in Chapter 4. For reference, in Table 5.1 weneutlie resource character-
istics utilised for modeling the simulation environmentim@ar to the Chapter 4, our
simulation environment models the following basic engiie addition to existing entities
in GridSim:

e local user population — models the workload obtained frandrdata;
e GFA — generalized RMS system;

e GFA queue — placeholder for incoming jobs from local userypaion and the

federation;

e GFA shared federation directory — simulates an efficiertridisted query process

such as P2P.

For evaluating the SLA based superscheduling, we assigsgdthetic QoS specifi-
cation to each resource including the Quote value (pricealtduster owner charges for
service), with varying MIPS rating and underlying netwodaamunication bandwidth.
The simulation experiments were conducted by utilizingkhaad trace data over the to-

tal period of four days (in simulation units) at all the resms. We consider federation
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with computational economy mechanism as the resourcenghanvironment for our ex-

periments.

5.3.2 Experiment 1 - Quantifying scheduling parameters related to

resource owners and end-users with varying total SLA bid time

We quantify the following scheduling parameters relatedetsource owners and end-

users:

e resource owner: payoff function (total earnings, earnipgsprocessor), resource

utilization (in terms of total MI executed);

e end-users: QoS satisfaction (average response time gajeuaget spent), number

of jobs accepted.

We performed the simulations which comprised of end-useekiag OFT for their
jobs (i.e. 100; users seek OFT). We vary the total SLA bid fro¥ @o 50% of total
allowed job deadline. In case, no SLA bid delay is alloweel @% of total allowed dead-
line) then the contacted GFA has to immediately make the sslon control decision.
In this case, we simulate FCFS based strategy for finaliziadstbA. However, in other

cases we consider a Greedy Back-filling SLA approach.

5.3.3 Experiment 2 - Quantifying message complexity involved with

varying total SLA bid time

In this experiment we consider the message complexity weebin our proposed super-

scheduling approach, using the following superschedydargmeters:

e average number of messages per job at a resoutoe number of SLA bid requests

undertaken at a resource on the average before the job wedlascheduled;

¢ local message count: number of SLA bid scheduling messagtstaken for local

jobs at a resource

e remote message count: number of SLA bid scheduling messagesad for remote

jobs at a resource
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Figure 5.5: Federation perspective.

5.3.4 Results and observations
Federation perspective

In experiment 1, we measure how varying of the total time foA ®ids coupled with
Greedy backfilling resource allocation strategy affects@inid participants across the fed-
eration. We quantify how the additional decision makinggigiven to the LRMSes before
finalizing the SLA contracts affects the overall system geniance in terms of resource
owner’s and end-user’s objective functions. We observatinen the LRMSes across
the federation applied FCFS technique for finalizing the SiA&s no decision making

time was given, so the LRMSes have to reply as soon as the Sluesegas made), the
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resource owner’'s madel02 x 10° Grid dollars as incentive (refer to Fig.5.5(a)).

We observed that with an increase in the total SLA biddinget{ire. as the LRMSes
were allowed decision making time before finalizing the Sih&sce they applied Greedy
Back-filling scheduling on the queue of SLA bids), the reseunevners earned more
incentive as compared to the FCFS case. Whén abDthe total deadline was allowed
for SLA bids, the total incentive earned across the fedemaiticreased td.219 x 10°
Grid dollars. While, in case 50 of total job deadline was allowed for the SLA bids, the
total incentive accounted tb558 x 10° Grid dollars. Hence, the resource owners across
federation experienced an increase of approximately itOtheir incentive as compared
to the FCFS case.

However, we observed that with an increase in the total SldAdeiay, the end-users
across the federation experienced degraded QoS. DuringQR& case, the average re-
sponse time across the federation wass3 x 10* sim units (refer to Fig.5.5(b)). How-
ever, in case of 1% SLA bid delay the average response time increased3tbt x 10*
sim units. Finally, when 5@ of the total job deadline was allowed as SLA bid delay the
average response time further increased.96 x 10* sim units. Furthermore, in this
case the end-users end up spending more budget as compéned=OFS case (refer to
Fig.5.5(c)).

Hence, we can see that although the proposed approach ¢elael$ar optimization of
resource owners’ payoff function, it has degrading effectle end-user's QoS satisfac-

tion function across the federation.

Resource owner perspective

In experiment 1, we quantified how varying the total SLA biteidelay affects the in-
dividual resource owners in the federation. We analyzew tie proposed approach
affects the superscheduling parameters related to thenesowner’s payoff function.
The most time-efficient resources in the federation i.e. NABSC, SDSC-SP2, Kth-
SP2 and CTC-SP2 (refer to Table 5.1) experienced substamtiakise in the total incen-
tive earned with an increase in total decision making time.eiho time was allowed
for decision making (the FCFS case), these resources earngdx 10°, 1.61 x 10,
1.458 x 106, 1.377 x 10° and9.464 x 10° Grid dollars (refer to Fig. 5.6(c)) per processor.
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Figure 5.6: Resource owner perspective.

When the jobs in the system were allowed36f their total deadline as SLA bid time or
admission control decision making time, these resourceeda. 946 x 10°, 1.957 x 106,
1.799 x 10%, 1.622 x 10° and9.996 x 10° Grid dollars per processing unit. Same trends
can be observed in the plots for total earnings (refer to3=&(b)) and number of machine

instructions executed during the simulation period (réddfig. 5.6(a)).

Thus, we can see that when LRMSes are given decision makieg tiivay have better
control over resource allocation/admission control denisFurthermore, we can see that
Greedy Back-filling approach leads to better optimizatiomwher’s payoff function as

compared to the FCFS approach.
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End-users perspective
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Figure 5.7: End-users perspective.

In experiment 1, we also quantified the QoS satisfactionmaters for end-users
across all the resources in the Grid-Federation. When LRM8ess the federation
applied FCFS scheduling, end-users at the resource NASB-éXBerienced.719 x 10°
sim units as average response time (refer to Fig.5.7(b)ey Hiso spent.143 x 10°
Grid dollars on the average to get their job done in the fadergrefer to Fig.5.7(a)).
However, when the user’s allowed% of the total job deadline as SLA bid time, the
average response time at NASA-iPSC increasegl 100 x 103 sim units. In this case,
end-users paid.14928 x 10° Grid dollars. Fig.5.7(c) depicts the plot for number of jobs

accepted for users across resources in the federationneitbasing SLA bid time.
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Thus, we can see that FCFS based LRMS SLA contract allocatimmoagh is better
as far as end-user’s QoS satisfaction is concerned as cethpmiGreedy Back-filling.
However, such an approach is difficult to realize into toddyternet based system where
resource owners have rational goals and focus on maximikagigpayoff function, while

delivering an acceptable level of QoS to the end-users.

System message complexity perspective
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Figure 5.8: System’s scalability perspective.

In experiment 2, we quantified the message complexity iraMith our proposed
superscheduling approach. We measure the number of SLA es$ages required on

average across the federation to schedule a job. This na$acincludes the messages
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for sending the executable and receiving the output. F¢a}.5.8(b) and 5.8(c) depicts
the plots for scheduling message complexity involved withapproach.

Our simulations show that when no SLA bid delay was allowkd average SLA bid
message per job across the federation was 9.12 (refer a&{a)). As the system allowed
40% of the total job deadline as SLA bid delay, the SLA messagagmained almost the
same at about 9.32. Thus, we can see that our proposed dwgrhubnog approach does
not incur any additional communication overhead.

In Fig.5.8(b), we quantify the remote superscheduling mgs€omplexity at various
resources in the Grid-Federation. We observed that the timestefficient resource i.e.
NASA-iPSC received the maximum number of remote messadjesvé by SDSC-SP2
and KTH-SP2. The same characteristic holds for all casessehe total SLA bid time
increases from% to 50% of the allowed job deadline.

In Fig.5.8(c), we quantify the local superscheduling mgesamplexity at various re-
sources in the Grid-Federation. Results show that the reessWwANL-Origin and LANL-
CM5 were subjected to maximum local superscheduling messa@eth the resources
were cost-efficient and all their local users were seekind.®fence these resources un-
dertook SLA bid negotiation with time-efficient resourceaysing a large number of su-
perscheduling messages (note that the number of jobs at E@Ngin and LANL-CM5
were 1706 and 1287) respectively.

5.4 Related work

In this section, we briefly summarize Grid superschedulpgreaches that apply a SLA-
based or a negotiation-based job superscheduling process.

The work in [130] proposes a multi-agent infrastructure #yaplies a SLA protocol
for solving the Grid superscheduling problem. The SLA negiin protocol is based on
the Contract Net Protocol [156]. In contrast: (i) we proposelL#&-based coordination
scheme based on computational economy; and (ii) our workiders site autonomy
issues, and propose a Greedy Back-filling resource allotati@ategy for a LRMS to
maximize resource provider payoff function.

The work in [163] presents a Grid superscheduling technimpeed on a multiple job
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SLA negotiation scheme. The key factor motivating this wisrkedundantly distributing
the job execution requests to multiple sites in the grideadtof just sending a request
to least loaded one. The authors argue that placing a jobeimtieue at multiple sites
increases the probability that the backfilling strategyl v more effective in optimiz-
ing the scheduling parameters, which includes resourtieatibn and job average turn
around time. In other words, the scheduling parametersystera centric. In contrast to
this superscheduling system, our approach differs in thewng: (i) job-migration or
SLA-based coordination is based on user centric schedpérgmeters; (ii) our approach
gives a LRMSes more flexibility over resource allocation dieci; and (iii) our cluster
resource allocation mechanism i.e. Greedy Back-filling @dlgm focuses on maximizing

resource owners payoff function.

The work in [152] models a Grid superscheduler architectiach Grid site has a
Grid scheduler (GS), Grid middleware (GM) and a local sched{LRMS). Three dif-
ferent cooperative superscheduling schemes are predentidtributed load-balancing.
Effectively, the information coordination in this apprbais based on complete broad-
cast communication approach that may generate a large muhinetwork messages.
Such an approach has serious scalability concerns. Fuehen GS in the system allo-
cates resources to the remote and local jobs in a FCFS mantmeuivconsidering any
site-specific objective function. In contrast to this sigobeduling system, our approach
differs in the following: (i) the SLA coordination in Griddeleration is based on one-to-
one SLA negotiation mechanism hence effectively limitihg hetwork communication
overhead; and (ii) we apply a Greedy backfilling approachrad &tes for maximizing

resource owner payoff function.

The work in [29] presents a superscheduling system thatistsnsf Internet-wide
Condor work pools (often referred as flock). A superschedutiianager or pool manager
in the flock periodically compares metrics such as queuethsngverage pool utiliza-
tion and resource availability scenario, and formulatesréed list of pools based on
these statistics. Using this list, the pool manager choapesopriate pools for flock-
ing. Further, a condor work pool accepts a remote job if itfih@s resources. The issues
related to site specific resource allocation policy is noistdered. In contrast: (i) we con-

sider the site autonomy issues through Greedy Back-filling ISR8dheduling approach;
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(i) our SLA bidding approach gives resource owner more i@riiefore finalizing the
SLA agreements; (iii) we consider a one-to-one SLA coottitbmamechanism for su-
perscheduling, hence largely limiting the network comroation overhead; and (iv) our
approach incorporates an economic mechanism for supehsatng

Tycoon [109] is a distributed market-based resource dilmeaystem. Job scheduling
and resource allocation in Tycoon is based on a decentlasisiated auction mechanism.
Every resource owner in the system runs its own auction $doital resources. In con-
trast: (i) our superscheduling approach is based on dediseti commodity markets; and
(ii) we consider a Greedy Back-filling resource allocationiigic for LRMSes.

The work in [179] proposes SLA based cluster resource dilmtaThe SLA acts as
a contract between the end-user and the cluster providerelyh¢he provider pays the
penalty amount if the negotiated SLA is not satisfied. In @sit (i) our work is targeted
for computational grids where different site with diffeteasource management policies
collaborate together; (ii) we are interested in quantiyihe affect of SLA negotiation
intervals on end-users and providers objective functiot @i) our SLA parameter in-
cludes the users’ deadline, budget and timeout (the totabatof time superscheduler
is willing to wait before SLA agreement is reached). In thverk we assume once SLA
agreement is reached it will be satisfied. We do not consisiecampensation or penalty

model.

5.5 Conclusion

In this chapter, we presented an SLA-based superschedigimpach based on the Con-
tract Net Protocol. The proposed approach models a set @fimas providers as a con-
tract net while job superschedulers work as managers, megpe for negotiating SLA
contracts and job superscheduling in the net. Supersofrsdoild for SLA contracts in
the net with a focus on completing the job within the user Bgetdeadline. We analyzed
how the varying degree of SLA bidding time (i.e. admissiontoal decision making time
for LRMSes) affects the resource providers’ payoff functidrne results show that the
proposed approach gives resource owners finer control eseurce allocation decisions.

However, the results also indicate that the proposed apprbas a degrading effect on
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the user's QoS satisfaction. However, we need to do moraresen abstracting the
user’'s QoS requirement. We need to analyse how the deaglpeddr the user jobs can
be abstracted into different types such as into urgent daslee deadline. In these cases,
jobs with an urgent requirement can be given a preferencke\ihalizing SLA contracts
hence providing improved QoS satisfaction to users. Weyardlhow varying the bid
time for SLA contracts affects the system scalability andgrenance in terms of total
message complexity. In general, the proposed superschgdduristic does not incur

excessive messages on a per job basis as compared to the F$gFS ca



Chapter 6

Decentralised Resource Discovery

Service for Federated Grids

This chapter presents a decentralised Grid resource @isc®ystem based on a spa-
tial publish/subscribe index. It utilises a DistributedgHarable (DHT) routing substrate
for delegation ofd-dimensional service messages. Our approach has beentedlids-
ing a simulated publish/subscribe index that assigns nsgid ad-dimensional resource
attribute space to the grid peers in the system. We genetia¢egbsource attribute dis-
tribution using the configurations obtained from the T Supercomputer list. The
simulation study takes into account various parametefis asicesource query rate, index
load distribution, number of index messages generatedlagvouting hops and system

size.

6.1 Introduction

Recently, Internet-scale services including distribuesburce brokering [75], distributed
gaming, content distribution networks, P2P storage, asttibluted auctions have received
significant research interest both from researchers angsind Concurrently, resource
sharing platform such as grids [71] and PlanetLab [47] haverged as the defacto means
for hosting these distributed services. One of the mainlehgés involving a planetary

scale deployment of these services is locating the apatepset of nodes that match the
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service’s requirement.

An efficient resource discovery mechanism is a mandatonyireaent of Grid sys-
tems (such as desktop grids, resource brokers, work-flowmes)y as it aids in resource
management and scheduling of applications. Tradition@hd resource brokering ser-
vices such as Nimrod-G, Condor-G, Tycoon, Grid workflow ergiGridbus Broker
used services of centralised and hierarchical informagermices (such as R-GMA [183],
Hawkeye [182], MDS-2,3,4 [67]). The limitations of thesastixg approaches have al-
ready been discussed in Chapter 1 and Chapter 3.

Last few years have seen the rapid growth in the e-Sciendecappns and design
of custom schedulers such as workflow engines for succéss$imtnessing the compu-
tational Grid resources. In order to tackle this growth, veedto design scalable in-
frastructure solutions. We envisage decentralisationriofs69, 91, 164] as a viable
way to realise an efficient Grid computing infrastructur@cBntralisation can be accom-
plished through an Internet-wide Grid resource look-ugesysalong the same lines as
the Domain Name Service (DNS). In other words, there is a teedild a scalable Grid
resource information service that will allow and promoteexisting Grid resources to
combine together into a single cooperative system. Suclstarsywould solve the prob-
lems associated with centralised or hierarchical orgéinisaresource fragmentation and
conflicting application schedules. Fig. 6.1 shows such @& Gomputing environment
organisation based on a decentralised resource discoysBns.

One of the possible ways to overcome the limitation of a edistd or hierarchical
approach, is to partition the resource index space acressahof dedicated database
servers [128]. For achieving fault-tolerance these da@barvers can be replicated across
multiple machines. Further, the index space can be partiticacross servers based on
attribute types and values. However one of the major drakgatthis scheme is that
satisfying a range query would require sending simultasenessages to set of servers.
This might prove costly in terms of the number of messagesgéed in the system.
Further, if the number of users increase rapidly then upgegitie hardware infrastructure

can prove to be an expensive process.

An other possible way to tackle this problem is to organisgeitidex space using a
Distributed Hash Table (DHT) method [161]. In this case, nwdity machines such as
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Figure 6.1: Grid brokers and Grid sites with their Grid peervge and some of the
hashings to the Chord ring.

desktops can be used to host the DHT and indexing service3.s@Fe inherently self-
organising, fault-tolerant and scalable. Further, DHVisess are light-weight and hence,
do not warrant an expensive hardware infrastructure. A ntgjof Google’s data center

services are hosted by the commodity machines, and thisaseaio point.

In this work, we present a decentralised Grid resource de&sgoservice building on
the DHT-based spatial publish/subscribe index report€da@). The publish/subscribe [62]
way of communication adheres well to the needs of Grid comguiThe completely de-
coupled nature of publish/subscribe communication adaplisto Grid participants who
are dynamic and are separated in time and space. In gengrabliah/subscribe sys-
tem conveys published information from any provider to mierested information con-
sumers who have previously subscribed for the same. In ¢hiisig the publisher or the
subscriber do not use source/destination identifiersésmsés. Further, the spatial [147]

nature of the publish/subscribe index has the capabiliespond to complex Grid re-
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source queries (refer to Chapter 3) such as range queridsimyeoarious attribute types

including those that have a spatial component.

Table 6.1: Summary of the complexity of structured P2P syste

DHT Routing Routing join/leave
table size | complexity overhead
Chord | O(logn) O(logn) O((logn)?)
Pastry | O(log,n) O(b logyn+0b) | O(logn)
CAN [0(2d) | O(dn"? 0(2 d)
Tapestry| O(log,n) | O(b log,n+b) | O(logn)

The proposed Grid resource discovery service organisasganaintaining a logical
d-dimensional publish/subscribe index over a network ofritisted Grid brokers/Grid
sites. These brokers create a Chord overlay [161], whiclecilely maintain the logi-
cal publish/subscribe index to facilitate a decentraligssurce discovery process. Note
that, basically any DHT could be utilised for routing @dimensional index. Depend-
ing on the DHT (such as Pastry [143], CAN [140]) the complekiyrouting table size,
look-up, and peer join/leave would be different (refer tdol®a6.1). But basically they
can all support the proposed resource discovery servicepréggent more details about
the publish/subscribe index in Section 6.3. Fig. 6.1 dsplu¢ proposed resource discov-
ery system involving Grid brokers and Grid Sites (shown ak daloured blocks on the
Chord ring). Resource brokering services such as a GFA, Cdadic- issue a Resource
Lookup Query (RLQ) by subscribing for a publication objecttimatches a user’s ap-
plication requirement. Grid resource providers update tlesource status by publishing
information at periodic intervals through a Resource Up@atery (RUQ).

The RLQs and RUQs are mapped as subscribe and publish olpj#oessystem (shown
as light coloured block in Fig. 6.1 on the Chord ring). Darksdarte the Grid peers that are
currently part of Chord based Grid network. The index pulilicesubscription process
Is facilitated by a Grid Peer Service, which is a component of the broker service. The
Grid Peer Service is responsible for distributed informmgublication, subscription and
overlay management processes. More details about the @kéiing service model that
we consider can be found in Chapter 4.

The rest of this chapter is organised as follows. In Secti@) @e present details
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on the indexing requirements of Grid-Federation resouhaisg model. Section 6.3
presents details about the underlyifigimensional publish/subscribe index that we lever-
age for this work. In section 6.4, we summarise the averagsage and routing hop com-
plexity involved with routing of RLQ/RUQ objects. Sectiorb@resents the simulation
model that we utilise for evaluating the performance of Geslource discovery system.
In Section 6.6, we present various experiments and disausesults. Section 6.7 sum-
marises current state of the art in resource discovery sydesign. We end this chapter

with conclusion in Section 6.8.

6.2 Grid Resource Brokering Service and Queries

In general, a GFA service requires two basic types of quefilean RLQ, a query issued
by a broker service to locate resources matching the uggpigcation requirements; and
(i) an RUQ, is an update query sent to a resource discovewiceeby a Grid site owners
about the underlying resource conditions. Since, a GrioLnee is identified by more than
one attribute, an RLQ or RUQ is alwayisdimensional. Further, both of these queries
can specify different kinds of constraints on the attribvakies. If a query specifies a
fixed value for each attribute then it is referred to asdimensional Point Quer{DPQ).
However, in case the query specifies a range of values faowats, then it is referred to
as ad-dimensional Window QuerfPWQ) or ad-dimensional Range Que{®RQ). In
database literature, a DWQ or an DRQ is also referred tospaitial range query

Recall that, compute Grid resources have two types of até#(i) static attributes—
such as the type of operating system installed, networkvsld (both Local Area Net-
work (LAN) and Wide Area Network (WAN) interconnection),quessor speed and stor-
age capacity (including physical and secondary memoryy; (8hdynamic attributes—
such as processor utilization, physical memory utilizativee secondary memory size,
current usage price and network bandwidth utilization.

Every GFA in the federation publishes its local resourcenmiation with the decen-
tralised resource discovery system. An RUQ or a publishablgensists of a resource
descriptionR;, for a cluster. R; includes information about the CPU architecture, num-

ber of processors, RAM size, secondary storage size, opgrayistem type, resource
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usage cost etc. In this worl®, = (p;, z;, pi, i, pi, ¢;) Which includes the number of
processorsy;, processor architecture;, their speedy;, their utilization,p;, installed op-
erating system type;;, and a cost; for using that resource, configured by the site owner.
A site owner charges; per unit time or per unit of million instructions (Ml) exeadt,
e.g. per 1000 MI. A GFA publishes the; into distributed resource discovery system by
encapsulating it into an RUQ objecf;.

A job in the Grid-Federation system is written &s ;, to represent théth job from
the j-th user of thek-th resource. A job specification consists of the number ot@ssors
requiredp; ; », processor architecture; ; ., the job length/, ; . (in terms of instructions),
the budgetp; ; ., the deadline or maximum delay; ; , and operating system required,
;. ;k- A GFA aggregates these job characteristics incluging, z; ; x, ¢; ;x With a con-
straint on maximum speed, cost and resource utilizatiom amt RLQ object;; ; . and
sends it as a subscription object to the resource discoystgra. More details about the

job model can be found in Chapter 4.

6.2.1 An Example RUQ and RLQ

Every GFA periodically sends an RUQ to the distributed reseudliscovery system. The

publish, or resource update object includes a resourceigisn setR;:

Publish: Total-Processors= 100 && Processor-Arch="peanin” && Processor-Speed=
2 GHz && Operating-System = Linux && Utilization= 80 && AccasCost=1 Dol-

lar/min.

Note that, the above RUQ is a DPQ. However, an RUQ can alsorbpitaxl as a DRQ
depending on a Grid site configuration. As jobs arrive the &t behalf of the Grid-
Federation users) issue an RLQ to the distributed resousoewkry system to acquire
information about active resource providers in the systé&m.RLQ has the following

semantics:

Subscribe: Total-Processors 70 && Processor-Arch="pentium” && 2 GHz <



6.3. P2P-Based Spatial Publish/Subscribe Index 137

RUQ N RLQ Y
RLQ W 2t-1 0
1 T
A
RLQ X — L
Diagonal Grid peer
hyperplane c o
o
RLQZ—
‘ Grid peer ¢
RUO M

Figure 6.2: Spatial RLQ$W,X,Y,Z}, cell control points, point RUQ$A/} and some
of the hashings to the Chord.

Processor-Speed 5GHz && Operating-System = Solaris && 0.6 Utilization < 90

&& 0 Dollar/min < Access-Cosk 5 Dollar/min.

6.2.2 Handling Dynamic Resource Information

The proposed resource discovery service handles dynaforenation such as the num-
ber of available processors, memory utilisation etc. vali GFA to tag these dynamic
resource information in the RUQ objects. Next, the RUQ ngssaontaining the objects
are periodically sent in the decentralised DHT space. IswWay, the dynamism of the
resources are truly reflected to the decentralised loolpapes This methodology enables
the dynamic and scalable resource discovery and selectiamistributed Grid resource

sharing environment.

6.3 P2P-Based Spatial Publish/Subscribe Index

In this section, we describe the features of the P2P-badadspisubscribe index that we
utilise for our Grid resource discovery system.

There are many different kinds of spatial indices such ag&pdling Curves (SFCs)



138 Chapter 6. Decentralised Resource Discovery Service for Federated Grids

(including Hilbert curves [150], Z-cruves [80]), k-d tre@(], MX-CIF Quad-tree [167],
and R*-tree [114] that could be utilised for organising a PRBlish/subscribe based Grid
resource discovery system. SFC based indices includigeHiturves and Z-curves have
issues with routing load-balance in case of skewed indéxlalision. However, as authors
point out SFC index load can be balanced through externlahtgaes. In case of Hilbert
curves dynamic techniques such as node virtualisationl-p@etitioning with neighbor
peers etc are utilised for this purpose. The authors in thd wtlising Z-curves have
also proposed an external load-balancing technique. Isdhee work they introduce a
P2P version of a k-d tree. This approach also has routinghadéahce issues that need to

be addressed.

In other recent work, a MX-CIF Quad tree based spatial indexblean proposed. The
authors argue that their approach does not require exfdmit-balancing algorithms in
contrast to others. The P2P based R*-tree index in [114] usé¢é &Athe routing space.
The index space is partitioned among super peers and pgesve. The bulk of query
load is handled by the super peers in the network similar @oGhutella [41] system.
To summarise, there are different trade offs involved wahbleof the spatial indices, but

basically they can all support scalability and Grid reseunclexing functionality.

In this work, we utilise the spatial publish/subscribe ngeoposed in the work [108].
The publish/subscribe index uses a logi¢alimensional domain space for mapping sub-
scription and publication objects. The MX-CIF Quad-tredigpphashing technique [147]

is used to hash the logicdtdimensional index onto a DHT network.

The index that organises the publish/subscribe evenegtshis similar to the one pro-
posed in the work [167], with the only difference being restvg subdivision of space
does not follow the regular MX-CIF Quad-tree approach beyibed,,;, level. Instead
it is based on the relevant publish/subscribe load on thexieélls. Further, no external
load-balancing technique is required to balance the indekg load among the Grid
peers. The message routing process uses a key-based r@{@ERy protocol, such as
Chord, that supports the delegationdsflimensional service messages. We have chosen
this publish/subscribe index for simplicity, and our a@wio would work with other spa-
tial indices but the analysis for message complexity, rgukiops, index latency and finer

points of load-balancing would be different.
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The publish/subscribe index utilises a content-basecdbagpr: It builds al-dimensional
Cartesian space based on the Grid resource attributes, waeleattribute represents a
single dimension. The logicaldimensional index assigns regions of space to the Grid
peers in the resource discovery system. If a Grid peer ig@adia region (cell) in the-
dimensional space, then it is responsible for handlindhalEctivities related to the RLQs
and RUQs associated with the region. More details on thisadeashing technique can
be found in the article [166].

Each cell is uniquely identified by its centroid, termed as tontrol point Fig. 6.2
depicts some control points and some example hashings tngrghord method. Theé
dimensional coordinate values of a cell’s control pointgsdias the key and hashed onto
the Chord. Dark dots are the Grid peers that are currentlygbaine network. Light dots
are the control points hashed on the Chord. For this figfirg, = 1, dim=2. RLQ/RUQ
objects are inserted into the distributed structure by nmgpghem to index cells and
hashing the control points of these cells on to the Chord. ismékample, the control
point C' is hashed to the Grid peérand the RLQ objectX is stored with that control
point. The Cartesian space has a tree structure due to tws tfpeivision process,

explained as follows:

6.3.1 Minimum Division (f,,i»)

This process divides the Cartesian space into multiple isdég when thel-dimensional
publish/subscribe index is first created. The cells rediuitem this process remain con-
stant throughout the life of the publish/subscribe domaid serve as entry points for
subsequent RLQ (subscribe) and RUQ (publish) processesidirhbker of cells produced
at the minimum division level is always equal tf,.;,)“™, wheredim is dimensionality
of the Cartesian space. Every Grid peer in the network hag b#srmation about the

Cartesian space coordinate values, dimensions and mininwsiod level.

6.3.2 Load Division

This process is performed by the cells (gt,,) when their storage capacities are under-

mined by heavy RLQ workload. An overloaded cell subdividsslitto produce multiple
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child cells, which collectively undertake the workload.ig s a dynamic process that is
repeated by the child cells, if they also become overloadéis growing process intro-
duces the parent-child relationship, where a cell at Ievislalways a child of a particular
cell at levelm-1 To minimise the amount of information that needs to be knbwihe

cells for correct routing, the parent-child relationshsplimited at one level. It means
that every cell only has a direct relationship with its chilells. Note that, the maxi-
mum depth (,,....) of the distributed index tree is curbed by constrainingltael division

process after a certain number of executions. Although sucbnstraint provides con-

trollable performance benefits, it may lead to query loatldlance in some cases.

6.3.3 Query Mapping.

This action involves the identification of the cells in the téaran space to map an RLQ
or RUQ. For mapping RLQs, the search strategy depends whigieea DPQ or DRQ.
For a DPQ type RLQ, the mapping is straight forward since egemt is mapped to only
one cell in the Cartesian space. For a DRQ type RLQ, mapping ialwatys singular
because a range look-up can cross more than one cell. To mapging a range RLQ
to all the cells that it crosses (which can create many urssacg duplicates) a mapping
strategy based on diagonal hyperplane of the Cartesian spatiésed. This mapping
involves feeding an RLQ candidate index cells as inputs imtagping function £},
This function returns the IDs of index cells to which given REbuld be mapped (refer
to Fig. 6.3). Spatial hashing is performed on these IDs (Wwheturns keys for Chord
space) to identify the current Grid peers responsible faragang the given keys. A Grid
peer service uses the index cell(s) currently assignedatodta set of known base index

cells obtained at the initialisation as the candidate inmidbs.

Similarly, the RUQ/publish process also involves the idation of the cell in the
Cartesian space using the same algorithm. An RUQ is alwaysiassd with an event
region and all cells that fall fully or partially within thevent region will be selected to
receive the corresponding RUQ. The calculation of an e\egibn is also based upon the

diagonal hyperplane of the Cartesian space.
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1 begin

2 index cell(s) =F,,,qp(candidate index cells)

3 if (index cell is not nullthen

4 ID = spatialhash(index cell)

5 Lookup Grid peer through Chord routing network based on ID,

6 to either store the subscription or match the publicatiostéoed subscriptions.
7 end

8

end

Figure 6.3:Subscribing or publishing.

6.3.4 Query Routing.

Using the query mapping policies, the resource discovemcesearches for a cell (from
minimum division) in the Cartesian space that overlaps witaasought by an RLQ.
When this cell is found, the service starts the RLQ mappingge®dy contacting the
peer (in the network) that owns the cell. When the cell recedve RLQ, two cases are

considered:

¢ Inthe first case, the cell has undergone a load division gsoaed it routes the RLQ

to the child cell that is responsible for the region in whiblb RLQ is mapped.

¢ In the second case, the cell has not undergone any loadatiyisbcess. Hence,
there will be no further routing and the cell keeps the RLQ tdufe event notifi-

cation.

6.4 Message Complexity and Routing Hop Analysis

In this section, the complexity analysis for message antimguop is presented. We
denote the number of messages generated in mapping a DRQ hganrazariable)M .
The distribution ofM is the function of the problem parameters including querg si
dimensionality of search space, query rate, division tiwksand data distribution. As
the dimensionality increases, the order of the tree ineeand each tree node has more
children. If the height of the tree is kept constant, therréasing the Cartesian space
dimensions does not increase the maximum hop length. Howaweastraining the max-
imum height of the tree, may lead to load imbalance at some &ers. Note that, the

derivation presented in this chapter assumes that the Chetittbchis used for delegation
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of service messages in the network.

Essentially, a control point at thg,;, level of the logicald-dimensional Cartesian
space can be reacheddnlog n) routing hops with high probability (using the Chord
method). Since each Grid peer &t;, level of the index tree controls its division with
the child cells, therefore every control point owner canntean a cache of IP address
for its child cells. The child cells are created as a resuttysfamic load division process.
Hence, the number of routing hops required to delegate aximéssage beyond thg;,
reduces ta@)(1). However, under high churn conditions when the Grid peer breship
changes, the Chord stabilisation process and transfer ekikdys delays the caching
of IPs. During such periods the cache miss can occur andsncse the routing may
have to be done using the standard Chord method. Since, waleo&rid sites to be
well provisioned and well connected to the Internet. Thanesfwe do not expect a highly
dynamic behaviour (high join, leave, and failure rate) intcast to the traditional P2P file
sharing systems.

Based on above discussion, in order to compute the worst cassage lookup and
routing complexity one additional random varialflés consideredI’ denotes the number
of disjoint query path undertaken in mapping an RLQ or RUQhmworst case, every
disjoint query ends up at the maximum allowed depth of the ite f,,.... Hence every
disjoint path would undertak®(log n + fina. — fmin) routing hops with high probability.

Hence, the expected value &f is given by:

E[M] - @(E[T] X (10g n+ fmaz - fmz’n))

6.5 Simulation Model

In this section, we present simulation model for evaluatimg performance of our re-
source discovery system. The proposed model is applicalidege networks of the scale
of the Internet. The simulation model considers the mesgagaing and processing de-
lays at the intermediate peers in the network. In a ceng@dlsystem, the index look-up
latency is essentially zero, assuming the computatiorydila to processing of local in-

dices is negligible. For the P2P system, assuming negiigibinputation delay for index
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processing logic at intermediate peers, the time to com@rtRLQ or RUQ is time for
the query to reach all the cells (including both parent antli @ells) that intersect with

the query region.

Reply ﬁ i,
LTS Index msgs. LTI
/ Broker °_"v - /Index
. I . I
‘\_ Service , /= ‘. Service ,
\\_’// )\;n )\an \\__—/
7 Chord °, A ‘

. |
\  Service ,

//’7\ -9 MIM/L/K

from other Network
Grid peers messages to Grid peers
)\out

Figure 6.4: Network message queueing model at a Gridjpeer

In our message queueing model, a Grid peer node (through ad@buting service)
is connected to an outgoing message queue and an incominfydim the Internet (as
shown in Fig. 6.4). The network messages delivered throbhghricoming link (effec-
tively coming from other Grid peers in the overlay) are pssasl as soon as they arrive.
Further, the Chord routing service receives messages fretotal publish/subscribe in-
dex service. Similarly, these messages are processedagasatoey arrive at the Chord
routing service. After processing, Chord routing serviceugs the message in the lo-
cal outgoing queue. Basically, this queue models the netfatencies that a message
encounters as it is transferred from one Chord routing semg@nother on the overlay.
Once a message leaves an outgoing queue it is directly dedive a Chord routing ser-
vice through the incoming link. The distributions for thdales (including queueing and
processing) encountered in an outgoing queue are giverelyikl/1/K [7] queue steady
state probabilities.

Our simulation model considers an interconnection netvadrk Grid peers whose
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overlay topology can be considered as a graph in which eashrpaintains connection
to aO(log n) other Grid peers (i.e. the Chord overlay graph). As showngn&#4, every
Grid peer is connected to a broker service that initiatekdpoand update queries on
behalf of the users and site owner. We denote the rates for RAQREIQ by\;" and \"
respectively. The queries are directly sent to the locaxmskrvice which first processes
them and then forwards them to the local Chord routing sernAd#hough, we consider

a message queue for the index service but we do not take intmatthe queuing and
processing delays as it is in microseconds. Index servEe r@ceives messages from
the Chord routing service at a ralé, . The index messages include the RLQs and
RUQs that map to the control area currently owned by the Ge&t,pand the notification

messages arriving from the the network.

6.6 Performance Evaluation

In this section, we perform simulations to capture the pliegr among various Grid re-
source query and P2P network parameters and their combrbtd the overall perfor-

mance of Grid resource discovery system.

6.6.1 Experiment Setup

We start by describing the test environment setup.

Broker Network Simulation:

Our simulation infrastructure is modeled by combining twsctcete event simulators
namelyGridSim[32], andPlanetSinm{82]. GridSim offers a concrete base framework for
simulation of different kinds of heterogeneous resoursesyices and application types.
The core of GridSim is based on tBémJavg94], a discrete event simulation package.

PlanetSim is an event-based overlay network simulatoaritstmulate both unstruc-
tured and structured overlays. However, in this work weasgithe services of the Chord
implementation of the PlanetSim. To enable event time symgkation between Planet-

Sim and GridSim, we modified the basic PlanetSim classesdimajNode, Network and
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EndPointto extend the cor&ridSimclass. We model the resource brokering service (i.e.
a GFA inside the GridSim) that initiates RLQs and RUQs on Hedfalsers and resource
providers. Every GFA connects to a local publish/subsadnbex service which runs on

a Chord node in the PlanetSim. Every instance of the indexcgem the network is
responsible for managing and indexing a region in the ldgiedimensional space. Our
simulation considers message queueing delay, processiag, &nd packet loss at the

intermediate overlay Chord nodes.

Simulation Configuration

This section explains the distributions for simulationgraeters.

Network configuration: The experiments were conducted usimpdit Chord over-
lay i.e. 32 bit node and key ids. The network sizewas fixed atl 28 broker nodes/Grid
sites for experiment 1. In experiment 2, the system sizeakeddrom100 to 500 in steps
of 100. The network queue message processing fateat a Grid peer was fixed at 500
messages per second. We vary the value for network message gize K, as10?, 103,
and10* in experiment 1. While in experiment 2, we fixéd to 10*. In experiment 2
we basically simulate a large message queue size such tina¢ssage is dropped by the

resource discovery system.

Query rate configuration: We vary the RLQ rate)!”, and RUQ rate), from 1
to 100 queries per simulation second. At every step the RLQ rateniaya equal to the
RUQ rate. In experiment 2, the RLQ and RUQ rate are fixed giery per second for

different system sizes.

Publish/subscribe index configuration: The minimum division,f,,;, of the logical
d-dimensional publish/subscribe index was se8tavhile the maximum height of the
index tree, f,,.., was also limited t®. This means we basically do not allow the parti-
tioning of index space beyond th,.. level. In this case, a cell at a minimum division
level does not undergo any further division. Hence, no RLARibject is stored beyond

the f,... level. The index space resembles a Grid-like structure &vbach index cell is
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randomly hashed to a Grid peer based on its control poinevaline publish/subscribe
Cartesian space hatldimensions including number of processagrs, resource access
cost,c;, processor speed;, processor utilisatior;, processor architecture;, and op-
erating system typep;. Hence, this configuration resulted 709 (3°) Grid index cells

at the f,,.;,, level. On an averag€, index cells are hashed to a Grid peer in a network

comprising of128 Grid sites.

Indexed data distribution: We generated an uniform resource type distribution us-
ing the resource configuration obtained from the $6p Supercomputer lidt The list
included 22 distinct processor types, so in our simulated &source index space, the
probability of occurrence of a particular processor typ&/22. We utilised the resource
attributes including processor architecture, its numitgispeed, and installed operating
system from the Supercomputer list. The values:f@ndp; were fabricated. The values
for ¢; and p; were uniformly distributed over the intervgl, 10] and[5, 80] respectively.
Every RLQ was constrained such that it always subscribedh&operating system type,
processor architecture, maximum number of processor&regbwhich was also available
on the local site. An RLQ is thrashed from the system, onceithes with an RUQ. Fol-
lowing this, a match event notification is sent to the conedrnroker service. A load of
200 RLQ and 200 RUQ objects is injected into the resource deasgsystem by a broker
service over the simulation period during experiment 1. &imlcase of experiment 2 we

configured a broker service to inject only 50 RLQ and 50 RUQaibje

6.6.2 Effect of Query Rate

The first set of experiments measured the RLQ/RUQ query prdoce with an increas-
ing incoming query rate across the Grid peers in the brokever&. We started from a
RLQ/RUQ rate ofl query per second and increased itiilD queries per second. We con-
figured the other input parameters as followig128, f,,:»,=3, fimw = 3, 1,=500, and
dim=6. All the broker nodes join the system at the same tinadjlgse their finger tables
and initialize their logical index space. Over the simuatperiod, we do not consider a

Grid peer join or leave activity. We identified six metricaneasure the RLQ/RUQ query

Top 500 Supercomputer List, http://www.top500.org/
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Figure 6.5: Simulation: Effect of query rate.

performance including latency; of successful RLQs, response time, routing hops, total
number of messages generated for mapping RLQs/RUQs, andt#hetimber of mes-
sages in the system over the simulation period. Measurenfi@nparameters including
latency, response time, routing hops is averaged overeabitbker services in the system.
While the measurements for the remaining parameters areuwtechpy summing up their

values across the broker services.

Fig. 6.5 and Fig. 6.6 show the plots for these parameters avitincreasing query
rate across the system. Fig. 6.5(a) shows results for thegedRLQS/RUQs latency,
Fig. 6.5(b) shows results for tHg of successful RLQs and Fig. 6.6(a) shows the aver-
age response time for the RLQs across the system. These em@asuis were conducted
for different values of network message buffer capacity /€. Results show that for
lower values ofK (i.e. 102, 10%) network drops significant number of messages (re-
fer to Fig. 6.6(b)). Fig. 6.6(b) shows total number of messagenerated in the system
over the simulation period for different query rates and sage queue sizes. Hence, for
these message queue sizes successful RLQs/RUQs encounparatvely lower traffic
hence leading to almost same latency (refer to Fig. 6.5¢&))rasponse time (refer to
Fig. 6.6(a)). But the downside of this is that at higher ratgaificantly larger number
RLQs are dropped by the system (refer to Fig. 6.5(b)). Howeles is not true for the

case when the network has higher buffering capability (k&= 10%), in this case the
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messages encounter significantly more traffic thus worgehi queuing and processing
delays. Second, with a larger message queue size systemegx@s much higher query

success rates (refer to Fig. 6.5(b)).
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Figure 6.6: Simulation: Effect of query rate.

Our results state that the average number of routing ho@RLEQs and RUQs remain
constant irrespective of the query rate in the system (teféig. 6.7(a)). The main reason
for this is, having the same value for both the index treeldpptameters i.ef,,.;,=fiaz-
Thus, we do not allow the partition of index cell or load distition between Grid peers
beyondf,.;,. With different query rates the height of the distributedar tree remained
constant, hence leading to a similar number of routing hBs.6.7(b) shows the results
for the total number of messages generated in the systertt Rk @s/RUQs. As expected
the number of messages generated for the RLQs/RUQs remainsthnt, since the data
distribution was same for all query rates.

Thus, it is evident that at higher query rates, the messagesience greater queuing
and processing delays. This can be directly observed in tH@/RUQ latencies which

have significantly larger values at moderately higher quatss.

6.6.3 Effect of System Size

In our second experiment, we examine the resource disceystgm’s scalability in terms

of the number of participating Grid sites. We used the sarseuree distribution as
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before, but scaled it such that the probability of occuresnaf particular resource types
remained constant. We started from a system sizé®éand increased it tilb00. We fixed
the RLQ/RUQ rate td query per second, across the Grid peers in the broker netWek
configured the other input parameters as following, =3, fne: = 3, 14,=500,K=10* and
dim=6. All the Grid peers join the system at the same timdjilsta their finger tables
and initialize their logical index space. Over the simuatperiod, we do not consider a

Grid peer join or leave activity.
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Figure 6.8: Simulation: Effect of system size.

Fig. 6.8(a) shows the growth of the RLQ/RUQ latency as a fonatif increasing Grid
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network size. As expected, the query latencies do not isers@nificantly, because the
growth rate of latency is a logarithmic function of the Grietwork sizen. That is on av-
erage an RLQ or RUQ encounté&pslog n) Grid peers before being finally mapped. Sim-
ilarly, in Fig. 6.8(b) we observed that the number of routimps undertaken RLQ/RUQ
increased marginally with the system size. At the system sf200, the RLQS/RUQs
undertook4.12 routing hops on an average. For a system siz&)0f the average query
path increased t6.39 hops i.e. increased by abai(i%.

Fig. 6.9(a) shows the results for the number of messagesaeddor RLQs/RUQs
and Fig. 6.9(b) shows the results for the total number of agss generated as the sys-
tem scaled froml00 to 500 sites. As expected the number of messages generated for
RLQs/RUQs increased with system size. A system comprom@fing0 Grid sites pro-
duced109007 RUQ messages, which increased385579.4 messages when the system
scaled t00 Grid sites (refer to Fig.6.9(a) ). We observed a similar glholer RLQ mes-
sages as well with an increase in the system size. The totaages generated (including
RLQ and RUQ) increased significantly as the system scaled ffinto 500 sites (refer
to Fig. 6.9(b)). Further, in this case we obsen®&d% increase in the total number of
messages generated in the system. The main reason for ithgs ae the broker network
size increases the total number of messages generatedsiystieen grows a®(n log n).

In other words, the number of messages generated is thedoradtnumber of brokers,
number of RLQ/RUQs sent and number of routing hops undertakemap the queries.

Hence, in this case we expect linear or close to linear grawthe total message count.

6.7 Related Work

The approach [97] involved a drawback of generating a lamjemre of network mes-
sages due to flooding. This system can not guarantee to findefieed resource even
though it exists in the network due the Time to Live (TTL) fieldsociated with query
messages. SWORD [128] system creates a separate searcmségneach attribute
and hence the query routing needs to be augmented with akteahniques for resolv-
ing d-dimensional queries. In contrast, our resource discosgsyem utilises a spatial

publish/subscribe index that hasheg-dimensional index space toladimensional key
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space of Chord overlay. The publish/subscribe index doenatre any additional query
resolution and load-balancing heuristic. JXTA Search [Hi&#s not apply any index for
organising the distributed data. A cross-domain searchatipe in JXTA involves a query
broadcast to all the advertisement groups using the quegpgnembership information.
The OurGrid system utilises JXTA for organising its brokeriservice. In contrast, our
resource discovery is based on a deterministic routingtgatesChord. Our system does
not require a broadcast primitive for data discovery in al@atwork, hence is more effi-
cient in terms of number of messages generated in the sySigund [150] system applies
Hilbert space filling curves for mappingdadimensional index space toladimensional
key space. Squid maps these contigudumensional indices to the overlay key space.
The approach has issues with index load balance which is figsed) external technique.
In contrast, our proposed resource discovery systemasiisspatial publish/subscribe

index that does not need any external load-balancing.

6.8 Conclusion

In this chapter, we presented a decentralised Grid resaliscevery system. It utilises
a P2P spatial publish/subscribe index for organisirdjmensional Grid resource data.
We analysed experimentally how the query arrival rate and &ystem size affects the

system performance. We reached to the following conclssiorthis chapter: (i) the
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resource query rate i.e. RLQ and RUQ rate directly affectpérormance of the decen-
tralised resource discovery system. At higher rates, @sdurce queries can experience
considerable latencies; and (ii) contrary to what one maeets the Grid system size
does not have a significant impact on the performance of $wuree discovery system,
in particular the query latency and the number of messagengphops. Encouraged,
by the results obtained in this chapter, in the next chaptepmpose a P2P tuple space
model that builds on the resource discovery system. Thatirggtuple space is utilised

for enhanced coordination among GFAs and system-wide badalcing.



Chapter 7

Peer-to-Peer Tuple Space based

Coordinated Resource Provisioning

This chapter proposes a novel approach to facilitate cnatdin among distributed appli-
cation schedulers in a wide-area resource leasing envenhsauch as grids and Planet-
Lab. The resource types in these environments include ctatipoal resources (such as
supercomputer, clusters, desktops) that offer procegsingr, storage resources, sensors
and network links. The resources are: (i) highly dynamicehdwviour, where their status
can change in a small time period, (ii) controlled and adstéred by different domains,
and (iii) topologically separated over the Internet. Thedamental goal of our work is
to develop decentralised coordination among users (inafade PlanetLab) and among
resource brokers (in case of the grids) to curb the overigianing of resources that leads

to degraded resource performance and user QoS satistaction

7.1 Introduction

Several research projects including Bellagio, Tycoon, NAS¥heduler, OurGrid, Sharp,
Condor-Flock and Grid-Federation (refer to Chapter 4) havpgsed federated sharing
of topologically distributed networked computing resas ¢o facilitate a cooperative and
coordinated sharing environment. In a federated resolna@g environment, every par-

ticipant gets access to a larger pool of resources, andn@sproviders get economic or

153
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bartering benefits depending upon the resource leasingyp@istributed resource shar-
ing systems including Bellagio and Tycoon have been deplapéddested over PlanetLab
environment, while the Grid-Federation, NASA-Schedu@ondor-Flock and OurGrid

are targeted towards computational grid environments.

However, the effectiveness of federated resource shanwigggments can not be op-
timally achieved without a proper coordination mechanistwieen the schedulers; re-
source brokers in case of grids and slice initiators in cagdametLab. The coordination
mechanisms in NASA-scheduler, OurGrid, and Condor-FlodR BE& based on general
broadcast and limited broadcast communication mechaniegpectively. Hence, these
approaches have the following limitations: (i) high netlwowerhead; and (ii) scalabil-
ity problems. Resource allocation coordination in Tycooibased on a decentralised,
isolated auction mechanism. Every resource owner in thesysuns its own auction
on behalf of their local resources. In this case, a schedhuigint end-up bidding across
a large number of auctions. On the other hand, resourceatitbocin Bellagio system
is based on the bid-based proportional resource sharinglmdids for resources are
periodically cleared by a centralized auction coordina@early, the coordination mech-
anisms followed by Bellagio and Tycoon are neither efficiemt scalable. The Sharp
architecture coordinates resource allocation amongwsidompeting schedulers through
pair-wise peering arrangement. For example, ditmay grant to siteB a claim on its
local resources in exchange for a claim that enables acoéssasources. This pair-wise
approach may work well for a small system size, but can proveetserious bottleneck

as the system scales out.

One of the possible ways to solve this problem is to host adioator service on a
centralised machine [83, 120, 169]. Every application dalex is required to submit his
demands to the coordinator (similar to the Bellagio syste&mpilarly, resource providers
update their resource usage status periodically with tioedoeator. The centralised re-
source allocation coordinator performs system wide loattdution primarily driven by
resource demand and availability. However, this approashseveral design limitations
including: (i) single point of failure; (ii) lacks scalaliy; (iii) high network communica-
tion cost at links leading to the coordinator (i.e. netwooktleneck, congestion); and (iv)

computational power required to serve a large number ofggzeints.
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Another possible way to tackle this problem is to distribiie role of the centralised
coordinator among a set of machines based on a P2P networ&l.mdw generation
P2P routing substrates such as DHTs [143, 161] can be dtil@esfficiently managing
such decentralised coordination network. DHTs have beeveprto be self-organising,

fault-tolerant and scalable.

We advocate organising Grid schedulers (and users in caB&anétLab) and Grid
resources based on a DHT overlay. Application schedulesstpeir resource demands
by injecting aResource Clainobject into the decentralised coordination space, while re
source providers update the resource supply by injectRgsource Tickeibject (similar
terminologies have been used by the Sharp system). Theset®lgre mapped to the
DHT-based coordination services using a spatial hashaimique. The details on spatial
hashing technique and object composition are discussedano® 7.3. A decentralised
coordination space is managed by a software service (a awenpof the Grid peer ser-
vice) known as a coordination service. It undertakes di®irelated to decentralised

load-distribution, coordination space management etc.

A coordination service on a DHT overlay is made responsibterfatching the pub-
lished resource tickets to subscribed resource claimsthaththe resource ticket issuers
are not overloaded. Resource tickets and resource clainmapped to the coordina-
tion space based on distributed spatial hashing technidivwery coordination service
in the system owns a part of the coordination space goverpeleboverlay’s hashing
function (such as SHA-1). In this way, the responsibilityadd-distribution and coordi-
nation is delegated to a set machines instead of delegatmgme. The actual number of
machines and their respective coordination load is goekhyethe spatial index’s load-
balancing capability. Note that, both resource claim asduece ticket objects have their

extent ind-dimensional space.

1-dimensional hashing provided by current implementatiddidTs are insufficient to
manage complex objects such as resource tickets and claidis generally hash a given
unique value/identifier (e.g. a file name) to a peer key spadéance they cannot support
mapping and lookups for complex objects. Management ofetlobgects whose extents
lie in d-dimensional space warrants embedding a logical indextstrel in place of the

1-dimensional DHT key space. Spatial indices such as SpdloggRturves (SFC) [150],
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k-d Tree [80], R-Tree [114], and MX-CIF Quadtree [166] can h&sad for managing
such complex objects over a DHT key space.

In this work, we utilise the P2P publish/subscribe based @source discovery sys-
tem, described in Chapter 6, for managing and indexing thaures claim and resource
ticket objects. The decentralised resource discovergsysitilises al-dimensional spa-
tial index to maintain complex Grid resource look-up (reseiclaim) and update queries (re-
source ticket). More details on the spatial index can foar@hapter 6, and details on how
we utilise it for distributed load-distribution and coamdiion among application sched-
ulers can be found in Section 7.3.2.

The rest of chapter is organised as follows: in Section 7&pmesent the background
information on shared-spaces based coordinated comntiomceSection 7.3 discusses
the P2P tuple space model that we propose in this chapteredtio® 7.4 and 7.5, we
present the finer details on the application scheduling asdurce provisioning algo-
rithms. Section 7.7, we present various experiments arudissour results. We end this

chapter with concluding remarks in Section 7.8.

7.2 Background and State-of-the-Art

7.2.1 Shared-space Based Coordinated Communication

The idea of implementing globally accessible “data-spawe™coordination-space” for
communication between distributed services goes backetobtackboard systemsro-
posed by the Artificial Intelligence research community amg 1970s. The blackboard
system was utilised as a global slate by experts to colléama solving the difficult
problems. Experts would search the blackboard for probleitiseir expertise and post
the solutions. The idea of global slate was implementedersistems including JavaS-
paces [121], TSpaces [120] and XMLSpaces [169]. These igaiéations were based on
the centralised CS-model which has limited scalabilitytidfly, the slates were utilised
for coordinating parallel application execution betweeatuster of computers. Tradition-
ally, these blackboard systems supporigd.d() and W rite() primitive for information

coordination between services.



7.2. Background and State-of-the-Art 157

The shared-space based coordination approach or modetey@ssed by the Linda [83]
system, which defined a centralised tuple space that prdaldstraction of a shared mes-
sage store for supporting generative communication. Ldefanes a tuple as an ordered
sequence of typed fields and a tuple space as a shared repdsétbincludes a set of
tuples which can be accessed by several distributed pregsgachronously. The Linda
system also defines separate tuple access primitives fdinggawriting and destroying.
Tuples are written to the shared space through executient¢f) primitive, read using

the non-destructive primitived(¢), and extracted using the destructive primitiwgt).

7.2.2 State-of-the-Art

In recent times, there have been proposals for organisingoedimation space based
on a decentralised network model, the representative regsbeing Lime [126], Peer-
Ware [53], PeerSpace [28] and Comet [111]. Systems includingg and PeerWare
support a global coordination space using a distributedxrulled Global Virtual Data
Structure (GVDS). The focus of Lime system is to provide damation among partici-
pants in mobile environments. The global data space is lopittombining the local data
spaces of participating peers. The changes made in thedatalspace are reflected in
the global data space. The data structure managed by Peeid\@ganised as a graph
composed of nodes and documents which are collectivelyresféo as items. Every peer
in the system maintains a local graph structure, which goersmposed on each other to
form the GVDS. The management of such a global data struct@ighly dynamic and

large distributed system is not scalable.

The most related state of the art to this research is Come¢@yshat utilises DHTs
as the basis for organising the GVDS. The advantage ofingllihe DHT is that updates,
inserts and deletes on the local tuples (keys) are not edjtar be communicated to the
global tuple space. The changes to the tuple space due ®dpesations (insert, delete,
and update) are handled by the logical mapping structutefohas the basis for tuple
space management. A Hilbert SFC index, proposed in Squid],[1% utilised as the
mapping structure from the logical tuple space to the Chaedtifler space. In contrast,

our mapping structure is based on the spatial publish/siblesmdex whose details can
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be found in Chapter 6.

7.3 Peer-to-Peer Tuple Space Model

In this section we first describe the communication, co@tilom and indexing models
which are utilised to facilitate the P2P tuple space. Thernosk& at the composition of
tuples, access primitives that form the basis for coordigathe application schedules

among the decentralised and distributed resource brokers.

1 Application Layer ]
1 1
' E.g. Brokering Service, Auction Service 1
1 ]
1 Workflow Engine, MPI-G !
1 1
1 1
i RLQs and RUQs are inserted/deleted/ 1
1 1
' queried. 1

Core Services Layer

Coordination Service

1
1
1
1
1
1
1
E.g. Coordination Service 1
1
1
Tuples/Objects are inserted/deleted/ | }
queried. ]
Resource Discovery Service

E.g. Indexing Logic
(such as publish/subscribe index)

Logical index space initialisation and
management.

Connectivity Layer

E.g. Key-based Routing

Message routing between peers and
replica management.

..................................

Figure 7.1: A schematic overview of the Coordination seragghitecture.
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7.3.1 Layered Design of the Coordination Space

Fig. 7.1 shows the layered design of the proposed P2P tupleedpased coordination
service. The OPeN architecture proposed in prior work [166iilised as the base model
in architecting and implementing the proposed service. @ReN architecture consists
of three layers: thépplicationlayer, Core Servicesayer andConnectivitylayer. Grid

Services such as resource brokers work at Application lagdrinsert objects including
Resource Lookup Query (RLQ) and Resource Update Query (RUQgtGdre services

layer.

We have implemented the Coordination service as a sub-ldyttiedCore services
layer. The Coordination service accepts the applicatioeatbjsuch as RLQs/ RUQs.
These objects are then wrapped with some additional logiorta a coordination tuple
or object. The coordination logic, in this case the resopm¥isioning logic, are exe-
cuted by the Coordination service on these tuples or objefaaever, the calls between
the Coordination service and Resource discovery serviceare through the standard
publish/subscribe mechanism. The Resource discoveryceas/iesponsible for manag-
ing the logical index space and communicating with the Cotivigclayer. The details
on the workings of the Resource discovery service can be fouGthapter 6. Note that,
the proposed tuple space does not strictly follow the stahanda primitive, instead
it exposes the APIs such asblish(ticket), subscribe(claim) andunsubscribe(claim)

that suites the requirements of the Application layer briokgeservice.

The Connectivity layer is responsible for undertaking kew&hrouting in the DHT
space such as Chord, CAN, Pastry etc. The actual implememfatidocol at this layer
does not directly affect the operations of the Core serviagsr! In principle, any DHT
implementation at this layer could perform the desired .taslowever, in this chapter
the simulation models the Chord substrate at the Connectaygr. Chord hashes the
peers and objects (such as filelds, logical indices etc)daaittular identifier space and
guarantees that an object in the network can be located(ing n) steps with high
probability. Each peer in the Chord network is required tontan the routing state of

only O(log n) other peers, where is the total network size.
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7.3.2 Coordination Tuples/Objects

This section gives details about the resource claim aneéttickjects that form the basis
for enabling decentralised coordination mechanism ambadtokers/GFAs in a Grid
system. These coordination objects include:- Resource GlaminResource Ticket. We
start with the description of the components that form the pba Grid-Federation re-

source ticket object.

Resource Ticket

Distributed 2-dimensional
Tree Index

1 ! -
' & .

Resource Claim| ! e

|

' T

1 1

. .
:

Resource Claim p S

1
Resource Ticket u |
|
1

Spatial Hash (index node i)

Site s

Resource ticket Coordinator
for index node i

Figure 7.2: Resource allocation and application schedglogdination across Grid sites.

Every GFA in the federation publishes its resource tickeéhwhe local Coordination
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service. A resource ticket objett consists of a resource descriptié¥, for a clustet.

A R; can include information about the CPU architecture, numbb@racessors, RAM
size, secondary storage size, operating system type,roesosage cost etc. In this work
R; = (pi, xi, i, i, pi, ¢;), Which includes the number of processagrs,processor archi-
tecture,z;, their speedy;, their utilization, p;, installed operating system type, and a
coste; for using that resource. A site owner chargeper unit time or per unit of million
instructions (MI) executed, e.g. per 1000 MI. The ticket lpdiion process can be based
on time intervals or resource load triggers. Recall from Céraptthat a resource ticket

object has similar semantics to the RUQ object.

Resource Ticket: Total-Processors= 100 && Processor-Arélentium &&
Processor-Speed= 2 GHz && Operating-System = Linux && Wition=0.80 && Acess-

Cost=1 Dollar/min

Resource Claim

A resource claim object encapsulates the resource cortiigireeeds of a user’s job.
In this work, we focus on the job types whose needs are conftineaimputational grid or
PlanetLab resources. Users submit their applicationsureg requirements to the local
GFA. The GFA service is responsible for searching the ressuim the federated sys-
tem. An user job in the Grid-Federation system is written/gs,, to represent thé-th
job from thej-th user of thek-th resource. A job consists of the number of processors
requiredp; ; ., processor architecture; ; ., the job length/; ; . (in terms of instructions),
the budget), ; x, the deadline or maximum delay; ; , and operating system required,
2 k- A GFA aggregates these application characteristics awetyp; ; ., ; j x, 9; ., With
constraint on maximum speed, cost and resource utilizationa resource claim object,
ri ;x Recall from Chapter 6 that a resource claim object has sisglarantics as an RLQ

object and isi-dimensional in composition.

Resource Claim: Total-Processars70 && Processor-Arch= pentium && 2 GHX
Processor-Speed 5GHz && Operating-System = Solaris && 0.€ Utilization < 0.90
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&& 0 Dollar/min < Access-Cost 5 Dollar/min.

The resource ticket and claim objects are spatially hasheda index cell in the d-
dimensional coordination space. Similarly, coordinagervices in the Grid network hash
themselves into the space using the overlay hashing fun¢€86lA-1 in case of Chord
and Pastry). The details on index cell mapping to the coatiin services is described
in Chapter 6. In Fig. 7.2, resource claim objects issued legy/sénd/ are mapped to
the index celk, and are currently hashed to the siteln this case, sit@ is responsible
for coordinating the resource sharing among all the resoal@ms that are mapped to
the celli. Subsequently, site issues a resource ticket (shown as dot in Fig. 7.2) which
falls under the region of space currently required by usesgep and!. In this case, the
coordinator service of site has to decide which of the sites (i.e. eitl@r p or both) be
allowed to claim the ticket issued by siie This load-distribution decision is based on the

fact that it should not lead to over-provisioning of res@srat site..

In case a resource ticket matches with one or more resowites;ithen a coordinator
service sendnotificationmessages to the resource claimers such that it does noolead t
the overloading of the concerned resource ticket issueus,Tthis mechanism prevents
the resource brokers from overloading the same resourceaska of PlanetLab environ-
ment, it can prevent the users from instantiatshigerson the same set of nodes. Once
a scheduler receives notification that its resource claismrhatched with an advertised
resource ticket, the scheduler undertakes a Service Layelefnent (SLA) (described in
Chapter 5) contract negotiation with the ticket issuer ditecase agreement is reached,
the scheduler can go ahead and deploy its application/expet. The GFAs have to re-
ply as soon as the SLA enquiry arrives. In other words, wehseBILA timeout interval
as0. We do this in order to study the effectiveness of coordamasipace with respect to
decentralised load-balancing. As excessive timeoutvateran lead to a deadlock situ-
ation in the system, with coordination service sending tbfinations while the ticket
iIssuer is not accepting SLA contracts. In future we intendttmly how varying the de-
gree of SLA timeouts can affect the system performance mdesf load-balancing and

provider’s economic benefit.
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subscribe (claim)
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Figure 7.3: Scheduling and resource provisioning coottindghrough P2P tuple space.

7.4 Distributed Application Scheduling Algorithm

In this section we provide detailed descriptions of the dalieg algorithm that is under-

taken by a GFA in the Grid-Federation system following thevat of a job:

1. When ajob arrives at a GFA, the GFA compiles a resourcettatiect for that job.
It then posts this resource ticket object with the P2P tupées though the Core services
layer. The complete pseudo code for this process is showigiryH. In Fig. 7.3 GFAL

Is posting a resource claim on behalf of its local user.

2. When a GFA receives a notification for a resource ticket andurce claim match

from the P2P coordination space, it then undertakes SLA&asgotiation with the ticket
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issuer GFA. After successful notification, the coordinatservice unsubscribes the re-
source claim for that job from the tuple space. In Fig. 7.3rfach event occurs and
GFA 1 is notified that it can place the job with GFA Following this, GFA1 undertakes
SLA negotiation with GFA3, which is accepted and, finally GFAmigrates the locally
submitted job to the GFA.

3. If SLA negotiation is successful then the GFA sends thetgotine remote GFA,
otherwise it again posts the resource claim object for thgtqular job to the coordination

space.

7.5 Distributed Resource Provisioning Coordination Al-

gorithm

In this section we present the details on the decentralessalirce provisioning algorithm

which is undertaken by the coordination services acrosB#fetuple space.

1. When a resource claim object arrives at a coordinatioricefer future consider-

ation, the coordination service queues it in the existiagnellist as shown in the Fig. 7.5.

2. When a resource ticket object arrives at a coordinationicserthe coordination
service calls the auxiliary procedure matthfket U;) (as shown in Fig. 7.5) to gather
the list of resource claims that overlaps with the submitesburce ticket object in the
d-dimensional space. This initial resource claim matchisigtassed to another auxiliary

procedure Loadist(matchList, ticket).

3. The Loaddist() procedure notifies the resource claimers about theuree ticket
match until the ticket issuer is not over-provisioned. TloadlDist() procedure can utilise
the resource parameters such as number of available pooses®l the threshold queue
length as the over-provision indicator. These over-piomisndicators are encapsulated

with the resource ticket object by the GFAs. The GFAs can fhastesource ticket object
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1 PROCEDURE: GFASCHEDULING

2 begin
3 begin
4 Sub-Procedure: EverdserJob.Submit (Job J; ; x)
5 encapsulate the claim objegt; ;. for job J; ; »
6 call PostResourceClaim (r; ; ).
7 end
8 begin
9 Sub-Procedure: Po&esourceClaim (Claimr; ; )
10 call subscribe; ; 1).
11 end
12 begin
13 Sub-Procedure: EverResourceStatusChanged(Resourcg;)
14 encapsulate the ticket object for resourceR;
15 call publish ().
16 end
17 begin
18 Sub-Procedure: EverZoordinatorReply (GFA gindex;)
19 call SLA_Bid (J; j 1, gindex;).
20 end
21 begin
22 Sub-Procedure: SLBid (Job J; ; 1, GFA gindex;)
23 Send SLA bid for jobJ; ; . to the decentralised coordinator adviced GFAdex;.
24 end
25 begin
26 Sub-Procedure: Ever8LA_Bid_Reply (J; ; 1)
27 if (SLA Contract Acceptedhen
28 | Send the jobJ; ; ;. to accepting GFA.
29 end
30 else
31 | call SLA_Bid_Timeout (/; ;).
32 end
33 end
34 begin
35 Sub-Procedure: SLABid_Timeout(; ; 1)
36 call PostResourceClaim (r; ;1) -
37 end
38 end

Figure 7.4:SLA-based GFA application scheduling algorithm.
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to the tuple space either periodically or whenever the megocondition changes such as

a job completion event occurring.

7.6 Simulation Model

Here, we present a simulation model for evaluating the perdoce of the proposed coor-
dinated resource provisioning approach. The simulatiodehis similar to the one con-
sidered in Chapter 6. However, the only difference is that iafiér 6 the Core service
layer only included one sub-layer called Index Service,levim this chapter we extend
the Core services layer to include the Coordination servioces The message queuing
model remains exactly the same in which a Grid peer nodegtrats Chord routing
service) is connected to an outgoing message queue anda@ninglink from the In-
ternet (described Chapter 6). The network messages delitter@ugh the incoming link
are processed as soon as they arrive. Further, the Chordgetivice receives messages
from the local publish/subscribe Index service. Similathese messages are processed
as soon as they arrive at the Chord routing service.

After processing, the Chord routing service queues the rgesaahe local outgoing
gueue. Basically, this queue models the network latencegsatimessage encounters as
it is transferred from one Chord routing service to anothethenoverlay. Once a mes-
sage leaves an outgoing queue, it is directly delivered to@adCtouting service through
the incoming link. The distributions for the delays (indlugl queueing and processing)
encountered in an outgoing queue are given by the M/M/1/Kigsteady state probabil-
ities. The Coordination service directly connects to theekgervice. Effectively, there

is negligible delay in message transfer between Coordimainol Index service.

7.7 Performance Evaluation

In this section, we validate the proposed P2P tuple spasedb@ordinated resource pro-
visioning model through trace-based simulations. The Etad environment models the
Grid-Federation resource sharing environment presemntéthapters 4 and 5 as a case

study.
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1 PROCEDURE: ResourcBrovision
2 begin
3 list «— ¢
4 begin
5 Sub-Procedure: EverResourceClaim_Submit (Claim r; ; 1)
6 list < list Ur; j 1.
7 end
8 begin
9 Sub-Procedure: Match (TickeU;)
10 listy, <— ¢
11 setindex = 0
12 while (list[index] # null) do
13 if (Overlap (ist[index], U;)) then
14 | listy, < listy, U list[index]
15 end
16 else
17 | continue
18 end
19 resetindex = index + 1
20 end
21 returnlist,, .
22 end
23 begin
24 Sub-Procedure: Overlap (Claim; ; i, Ticket U;)
25 if (ri 5, N U; # null ) then
26 return true.
27 end
28 else
29 | return false.
30 end
31 end
32 begin
33 Sub-Procedure: EverResourceTicket Submit {U;)
34 call Load Dist(U;, Match(;)).
35 end
36 begin
37 Sub-Procedure: LoaBist (U;, list,,)
38 setindex =0
39 while (R; is not over-provisionedjo
40 send notification match event to resource clainiatt,,, [index]
41 remove(ist,, [index])
42 resetindex =index + 1.
43 end
44 end
45 end

Figure 7.5:Resource provisioning algorithm for coordination service
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7.7.1 Experimental Setup

We start by describing the test environment setup.

Broker Network Simulation:

In a similar fashion to Chapter 6, our simulation infrastuetincludes two discrete event
simulators; namelyridSim[32], andPlanetSim{82]. We model the resource brokering
service (i.e. a GFA) inside GridSim, that injects resouregnts and resource tickets on
behalf of both, the users and the resource providers ragpgct Every GFA connects
to the Core services layer which also has implementation€éardination service and
publish/subscribe Index service as sub-layers. At the Cdivity layer we utilised the

Chord implementation provided with PlanetSim.

Experiment configuration:

e Network configuration: The experiments ran a Chord overlai 82 bit configura-
tion (i.e. number of bits utilised to generate node and key.idlhe network size
was fixed atl00 GFA/broker nodes. The network queue message processelg rat
1, at a Grid peer was fixed at 500 messages per second. The megsag size,

K, was fixed atl0*.

e Resource claim and resource ticket injection rate: The GRfggi resource claim
and resource ticket objects based on an exponential infgalatime distribution.
The value for resource claim inter-arrival dela@go is distributed over the inter-
val [5,60] in step of5 secs. While the inter-arrival delax—z{;) of resource claim
object was fixed t30 secs. The inter-arrival delay in claim/ticket injectiorcisn-
sidered same for all GFAs/brokers in the system. The spatiaht of both resource
claims and resource ticket objects lies ih-dimensional attribute space. The at-
tribute dimension includes the number of processprstesource access cost,
processor speed;, processor architecture;, and operating system type,. The

distributions for these resource dimensions have beenngoktdrom the Top>00
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supercomputer list

Note that, in our simulation we did not utilize resourceinétion, p; , as the GFA's

load indicator. Instead, GFAs encode the métniember of available processors”
at timet¢ with the resource ticket objecf;. Specifically, the information on the
number of available processor is updated insidegtheex; object and sent to the
coordination service along with ticket objd¢t. The coordination service utilizes
this metric as the indicator for the current load on the res®R;. In other words,

the coordinator service would stop sending the notificatias the number of pro-

cessors available with a ticket issuer reachms

e Publish/subscribe index configuration: The minimum dossif,,.;,., of logical d-
dimensional publish/subscribe index was set,tevhile the maximum height of the
index tree,f,,.., was also limited t@. This means we do not allow the partition-
ing of the P2P tuples space beyofig,, level. In this case, a cell at a minimum
division level does not undergo any further division. Henoe resource claim or
resource ticket object is stored beyond fhg, level. The index space resembles a
Grid-like structure where each index cell is randomly hastoea Grid peer based
on its control point value. The publish/subscribe Cartesace had dimensions
including number of processorg;, resource access CO8t, processor speeay;,
processor architecture;, and operating system type,. Hence, this configuration
resulted int@243 (3°) Grid index cells at th¢,,,;,, level. On an averageé,index cells

are hashed to a Grid peer in a network comprising0ofGrid sites.

Indexed data distribution: We generated a resource type distribution using the
resource configuration obtained from the Ta)) Supercomputer list. We utilised
the resource attributes including processor architectts@umber, its speed, and
installed an operating system from the Supercomputer Tisie value forc; was

uniformly distributed over the interva, 10].

Workload configuration: We generated the workload distributions across GFAs

based on the model given in the paper [116]. The workload ngeleerates the

Top 500 Supercomputer List, http://www.top500.org/
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job-mixes having the details on their run times, sizes, ater{arrival times. This
model is statistically derived from existing workload tea@and incorporates corre-
lations between job run times and job sizes and daytime syulgb inter-arrival
times. The model calculates for each job its arrival timegsi2-gamma distribu-
tions, and the number of nodes using a two-stage-unifortmfalition, and the run

time using the number of nodes and a hyper-gamma distrifoutio

Mostly we utilised the default parameters already givent®y model except for
the number of processors/machines. The processor couatresource was fed
to the workload model based on the resource configuraticairodd from the Top
500 list. The simulation environment modelsjobs at each GFA, and since there
are100 GFAs therefore total number of jobs in the system accoun?s@0. Also
note that, we simulated the supercomputing resources icesgl@ared processor
allocation mode. More details on how the execution time dbisjare computed on

space shared resource facilities can be found in Chapter 4.

7.7.2 Effect of Job Inter-Arrival Delay: Lightly-Constrained Work-

loads

The first set of experiments measured the performance ofig2&<pace in coordinating
resource provisioning with respect to the following medriaverage coordination delay,
average response time and average processing time foijalber, it also quantifies the
details about the job migration statistics in the systemnilimber of jobs executed locally
and number jobs executed remotely. In this experiment,@keurce claim injection rate
is varied from12 to 1 per minute while the resource ticket injection rate is fixed per
minute. This experiment simulates a lightly-constrainedkload or job characteristic. In
other words, on an average the simulated jobs did not retarge number of processors
for execution. For this experiment, the job characteissivere generated by configuring
the minimum and maximum processor per jok2aand 2° respectively in the workload

model.

Fig. 7.6 and Fig. 7.7 show the measurement for parameterslication delay, re-
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sponse time, processing time and job migration. The metracdination delay sums up
the latencies for: (i) a resource claim to reach the indek @l the waiting time till a
resource ticket matches with the claim; and (iii) the nadificn delay from coordination
service to the relevant GFA. The processing time for a jokefindd as the time the job
takes to actually execute on a processor or set of procesBoesaverage response time
for a job is the delay between the submission and arrival efetton output. Effectively,
the response time includes the latencies for coordinatidrpaocessing delays. Note that
these measurements were collected by averaging the vditeaed for each job in the
system.

Fig. 7.6(a) depicts results for the average coordinatidayde seconds with increas-
ing job inter-arrival delay. With increase in average joterrarrival delay, we observed
a decrease in the average coordination delay. The resolistblat at higher inter-arrival
delays, resource claim objects experience less netwalficteend competing requests.
Thus, this leads to an overall decrease in the coordinatteydacross the system. The
effect of this can also be seen in the response time metribégobs (refer to Fig. 7.6(b)),

which is also seen to improve with an increase in inter-ataelays.
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Figure 7.6: Simulation: Effect of job inter-arrival deldightly-constrained.

Fig. 7.7(a) depicts results for the average job processtaydn seconds with increas-
ing job inter-arrival delay. As expected, the processingyiedo not change significantly

with an increase in the inter-arrival delay. This is due ®akailability of resources with



172 Chapter 7. Peer-to-Peer Tuple Space based Coordinated Resource Provisioning

similar or near similar processing capabilities in the T@® %ist. Hence, allocation of
jobs to any of the resource does not have significant effeth@overall processing time.
Further, the job-migration statistics also showed nelegchange with increasing job
inter-arrival delays (refer to Fig. 7.7(b)). At every stepproximately65% of jobs were

executed remotely while the remaining jobs executed at iggnating site itself.
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Figure 7.7: Simulation: Effect of job inter-arrival deldightly-constrained.

7.7.3 Effect of Job Inter-Arrival Delay: Heavily-Constrained Work-
loads

This experiment simulates the performance of P2P tupleespacoordinating resource
provisioning for highly-constrained workload or job chetexistic. The heavily-constrained
workloads on an average require relatively larger numbgrotessors on per job-basis
as compared to the lightly-constrained ones. For this éxyst, the job characteristics
were generated by configuring the minimum and maximum psmrgser job af° and
2% respectively in the workload model. Other simulation comfégions stay the same as
described for the previous experiment.

Fig. 7.8(a) depicts results for the average coordinatidayd& secs with increasing
job inter-arrival delay. With increase in average job irdenval delay, we observed no-

ticeable decrease in the average coordination delay. Attanarrival delay ob secs, on
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Figure 7.8: Simulation: Effect of job inter-arrival deldyeavily-constrained.

the average job experienced a coordination delay of abiusecs (refer to Fig. 7.8(a)).
At an inter-arrival delay o60 secs, the coordination delay decreasedisecs. The
results show that at higher inter-arrival delays, resouataien objects experience less net-
work traffic and competing requests. However, we saw the daemel in the case of
lightly-constrained jobs as well, where the decrease ie oabeavily-constrained jobs is
more significant (about3%). The chief reason behind this being that there is a higher
degree of competition between resource claim requests), agvage they required larger
number of processors for execution. The effect of dimimghioordination delay can be
seen in the response time metric for the jobs as well (ref&igo7.8(b)), which is also

seen to improve with increase in inter-arrival delays.

Similar to the lightly-constrained case, we observed thatgrocessing delays (see
Fig. 7.9(a)) does not change significantly with increasester-arrival delay. Further, the
job-migration statistics also showed negligible or vettldichange with increasing job
inter-arrival delays (refer to Fig. 7.9(b)). At every stepproximately62% of jobs were

executed remotely while remaining executed at the origigatite itself.
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Figure 7.9: Simulation: Effect of job inter-arrival deldyeavily-constrained.

7.8 Conclusion

In this chapter, we described a P2P tuple space framewogffoiently coordinating re-
source provisioning in a federated Grid system such as titek&deration. The proposed
coordination space built upon the resource discovery syptesented in Chapter 6. The
simulation based study shows that heavily- constrainedivads can experience signifi-
cant coordination delays due to the competing request®isytstem. However, the same
is not true when the workloads are lightly-constrainedthe.resource claim requests for
lesser number of processors.

One limitation with our approach is that the current puliBsbscribe index can map a
resource claim object to at masindex cells. In some cases this can lead to generation of
unwanted notification messages in the system and may be taemt sub-optimal load-
balancing as well. In our future work, we plan to address idgse by constraining the
mapping of a resource claim object to an index cell. Anothey W tackle this problem is
to make the peers currently managing the same resource algént communicate with

each other before sending the notifications.



Chapter 8

Coordinated Federation of Alchemi

Desktop Grids

This chapter presents the design and implementation of itteefni-Federation software
system. The software serves as a proof of concept for our meguts in thesis. In
this chapter we start with a brief description of backgrourfidrmation on the Alchemi
desktop Grid computing system in Section 8.2. Section 8e3qmts the overall soft-
ware architecture of the Alchemi-Federation system; iticlg details on the individual
components. Section 8.4 discusses the implementation BPgBblish/subscribe based
resource discovery service and software interfaces. Itide8.5, we present details on
service deployment and bootstrap. Section 8.6 includedisiceission on the performance

evaluation. Finally, chapter ends with a discussion on kmmens and future work.

8.1 Introduction

The Alchemi-Federation system logically connects topaiaity and administratively
separated Alchemi grids as part of a generalised resouacmgtsystem. Fig. 8.3 depicts
the proposed decentralised Alchemi-Federation based ablaskp/subscribe resource in-
dexing service. Each Alchemi grid site is managed by a soéwsarvice called Grid-
Federation Agent (GFA). A GFA exports an Alchemi grid res@uo a wide-area resource

sharing environment. A GFA has the following basic softwai@ules: Local Resource

175
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Management System (LRMS), Grid Resource Manager (GRM), artdiRited Informa-
tion Manager (DIM). We discussed the functionalities ofstaenodules in Chapter 4. In
this chapter we elaborate on their software architectuegigth and implementation.

The Alchemi-Federation framework is developed with the afrmaking distributed
Grid resource integration and application programmingieffit, flexible, and scalable.
The conceived software service can act as a base platfortmo&iing a variety of dis-
tributed applications and programming models. Some of riy@ortant application do-
mains include Grid workflow composition, distributed aoos, distributed storage man-
agement with trading framework and wide-area parallel @ogning environment. The

unique features of Alchemi-Federation are:

¢ Internet-based federation of distributed Alchemi grids;

e implementation of a P2P publish/subscribe based resondexing service that

makes the system highly scalable;

e implementation of a P2P tuple space-based distributedibadahcing algorithm.

8.2 Alchemi: A Brief Introduction

Alchemi [117] is a .Net based enterprise Grid computing amdime machinery for cre-
ating a high-throughput resource sharing environment. Aché&mi Manager logically
couples the Windows Desktop machines running the instah@&écbhemi Executor ser-
vice. An Executor service can be configured to receive andugggobs both in voluntary
and non-voluntary modes. Alchemi exposes run-time machiaed a programming en-
vironment (API) required for constructing Desktop Grid Bggtions. The core Alchemi
middleware relies on the master-worker model - a managesgansible for coordinating
the execution of tasks sent to its executors (desktop mashiflhe layered architecture

of the Alchemi system is shown in Fig. 8.1.

8.2.1 Programming and Application Model

Alchemi has supporting APIs for the following job executiotodels: Thread Model

and Job model. The Thread Model is used for applicationsldped natively using the
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Figure 8.1: Alchemi architecture.

.Net Alchemi application programming framework. This miodiefines two main classes
including GThread and GApplication. A GThread is the simsplenit of task that can
be submitted for execution. One or more GThreads can be cemitiogether to form
a GApplication such as executing parallel threads over étuhto do distributed image
rendering. The Job Model has been designed to support ldgaky developed using
different programming platforms (such as C, C++ and Java) sd@ egacy tasks can be
submitted to the Alchemi through the Cross Platform Manade®P.Net Web service
interface host the Cross Platform Manager service which eanmdoked by generalised

Grid schedulers such as GridBus broker.

Fig. 8.2 illustrates the job submission and execution ge@avolving Alchemi Man-
ager, Executor and users. Application users submit thieg glirectly to the local Alchemi
Manager. This submission can be done either through Alck&Ri if invoked from .Net

platform or Cross Platform Manager's Web service interfad@ece the job is submitted,
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Alchemi Manager distributes
User submits a job job to Executors

to the Alchemi Manager
O > l

&S

Alchemi Executors

Figure 8.2: Job submission and execution on Alchemi.

the Manager queues it for future consideration by the sdbedtihe Alchemi scheduler
gueries the status of each executor and finally dispatclegsibito the available executor.
After processing, executors send back back the job outptite@mwner via the central

Manager.

8.3 System Design

This section presents comprehensive details about theaeftservices that govern the
overall Alchemi-Federation system. Fig. 8.4 shows theragerchitecture of the pro-

posed software system. We start by describing the Grid+#&da Agent service.

8.3.1 Grid-Federation Agent Service

As described in Chapter 4, the GFA service is composed of duf@are entities includ-
ing Grid Resource Manager (GRM), Local Resource Managememei@y$RMS) and
Distributed Information Manager (DIM).
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Grid Resource Manager (GRM)

The GRM component of a GFA exports the local Alchemi site tofdéderation and is
responsible for coordinating the federation wide applicascheduling and resource al-
location. We have already discussed in detail the job subamisjob queuing and migra-
tion in Chapters 2 and 3. This software module is implememe@-sharp. As shown
in Fig. 8.4, GRM interacts with other software modules inahgd_.RMS and Grid peer.
Both LRMS and Grid peer software modules are implemented ingps$o they have no

inter-operational issues.

211 0
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Publish GFA b _
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) \@ Subscribe peer b Subscribe - -
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S S peer d R —
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Figure 8.3: Alchemi GFA and Alchemi sites with their Grid pservice and some of the
hashings to the Chord ring.

Local Resource Management System (LRMS)

The LRMS software module extends the basic Alchemi Managetuteahrough object

oriented software inheritance. Additionally, we implertezhthe following methods for
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facilitating the federation job submission and the mignafprocess: answering the GRM
queries related to job queue length, expected responseaticheurrent resource utiliza-
tion status. LRMS inherits the capability to submit applicas to Alchemi executors
from the basic Alchemi Manager module. The Alchemi exeautegister themselves
with the Manager. This in turn keeps track of their statusaradlability. In the Alchemi
system, a job is abstracted as a Thread object that requsesgugntial computation for a
fixed duration of time. The executors return the completeedtis directly to the LRMS
module which in turn sends it to the GRM module. Finally, the GRiddule directly
returns the thread output to the responsible remote GRM ifetteration. In case the job

thread is submitted by a user local to a Alchemi grid, therLiR®IS directly returns the

output without GRM intervention.

Grid-Federation Agent

Grid Resource Manager
{GRM)

!

)

Alchemi Manager
{(LRMVS)

Decentralized Information Manager

Alchemi Executors

{Grid Peer)
Tava Web INet Web
Service Service

Windows based desktop
machines

Publish/Subscribe Service

Common API

(FreePastry)

DHIT Service

Figure 8.4: Alchemi GFA software interfaces and their iat#ions.



8.3. System Design 181

Grid Peer

The Grid peer module in conjunction with publish/subsciifigexing service performs
tasks related to decentralised resource lookups and gpddte details on how the GRM
component encapsulates the Resource Lookup Queries (RL@#)@Resource Update
Queries (RUQs) can be found in Chapter 6. Here we discuss taédsden interaction

protocols between the Grid peer and the publish/subsceitvéce. The Grid peer module
is implemented in C-sharp while the publish/subscribe seris implemented using the
Java platform. To resolve the inter-operational issuewden these two services we im-
plemented web service interfaces for both modules. Theighububscribe index service
exposes the method for invoking RLQ and RUQ processes thraugib service interface

(refer to Fig. 8.5).

Apache Tomcat container hosts the publish/subscribe @gigh service. Apache
Tomcat is the servlet container that implements the Javal&@aand JavaServer Pages
technologies. The specifications for Java Servlet and égmvaGPages are developed by
Sun under the Java Community Process. We utilised the ApaxiselA SOAP (Simple
Object Access Protocol) engine for parsing the XML messa§&AP is a communica-
tion protocol put forward by W3C for exchanging structurefdrmation among software
entities running in different hosting environment. It is AML based protocol that is
based on three specifications: an envelope that defines airank for describing what
Is in a message and how it should be processed, a set of egaotks for expressing in-
stances of application-defined data types and methods, emavantion for representing
Remote Procedure Calls (RPCs) and responses. The Grid peeremogigments a .Net
web service for receiving the query responses from the slulslubscribe index service.
This web service is implemented using ASP.Net and is hosgatidMicrosoft Internet

Information Service 6.0 (11S).
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Figure 8.5: Object oriented view of the Alchemi-Federatoohitecture and the interac-
tion between its components.

8.4 Spatial Index based Peer-to-Peer Publish/Subscribe

Resource Discovery Service

The resource discovery service organises data by maingagilogical d-dimensional
publish/subscribe index over a network of distributed A&lcth GFAs. Specifically, GFAs
create a Pastry overlay, which collectively maintains tigidal publish/subscribe index
to facilitate a decentralised resource discovery procégs have presented finer details
about the resource discovery service and the spatial imd€hapters 5 and 6. Here, we
focus only on implementation details such as design metbggloprogramming tools,
and libraries. The resource discovery service was devdlogeg the core Java pro-

gramming libraries and FreePastry P2P framework. We etilihe Eclipse Integrated

Development Environment (IDE) for system implementatiod gesting.
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Our resource discovery system implementation followedyarked approach known
as OPeN architecture. The OPeN architecture consists @¢ fayers: the Application
layer, Core Services layer and Connectivity layer. The Agpion layer implements all
the logic that encapsulates the query requirements of theriying Alchemi Federation
environment. The Core Services layer undertakes the censisand management of vir-
tual d-dimensional indices. The Connectivity layer progidervices related to Key-based
routing, overlay management and replica placement. Thdidgifon service, in conjunc-
tion with the Core Services, undertakes the resource disgtasks including distributed
information updates, lookups and virtual index consisggnanagement. While the main-
tenance of Connectivity layer is left to the basic DHT impleta¢ions such as FreePastry,
the modules for Application and Core services layer is dgeddaising the standard Java

libraries. For Connectivity layer services we utilised tliedPastry framework.

8.4.1 FreePastry

FreePastry is an open source implementation of the wellvkr@astry routing substrate.
The Pastry protocol was proposed by Microsoft's Systems d&ekeGroup Cambridge,
United Kingdom and Rice University’s Distributed System @voPastry offers a generic,
scalable and efficient routing substrate for developme®25t applications. It exposes a
Key-Based Routing (KBR) API; given the Key K, the Pastry routifgpathm can find
the peer responsible for this key log, n messages, whereis the base ana is the
number of peers in the network. Nodes in a Pastry overlay frmecentralised, self-
organising and fault-tolerant circular network within timéernet. Both data and peers in
a Pastry overlay are assigned Ids from a 128-bit uniqueifteargépace. These identifiers
are generated by hashing the object’s names, a peer’s lleRssddr public key using a
cryptographic hash functions such as SHA-1/2. FreePastcyrirently available under
BSD-like license. FreePastry framework supports the P2P Gom#AP| specification
proposed in the paper [57].

The Common API (ref to Fig. 8.6) abstracts the design of P2Hcgions into three
layers: tier O, tier 1 and tier 2. Key-based routing at tieepresents the basic capabili-

ties that are common to all structured overlays. The Commadrspéification hides the
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complexity of the low level P2P protocol implementation Bfiding a common set of
interfaces to be invoked by higher level application sexsicThese application services
can invoke standard KBR procedures independent of the aotpé&mentation. In other
words, a KBR implemented using the Chord, Pastry or CAN will nakenany difference
to the operation of the higher level application servicerTi abstracts more higher level
services built upon the basic KBR or structured overlays.nijdas include DHTs, De-
centralised Object Location and Routing (DOLR), and groupcast/multicast (CAST).
Application services at tier 3 such as CFS, PAST, Scribe cédiseubne or more of the

abstractions provided by tier 2.

Figure 8.6: Structured P2P systems’ CommonAPI architecture



8.5. Deployment and Bootstrap 185

8.5 Deployment and Bootstrap

8.5.1 Manager Container

The ManagerContainer Class loader is responsible for inatangf the classes that im-
plement the GFA functionality (such as the GRM, LRMS, Grid Paad Alchemi Ex-
ecutors) in the Alchemi-Federation system. Additionallanager Container addition-
ally initialises the Publish/Subscribe Index web servi€be Index service initialisation
process includes: (i) booting the node hosting the indexieeinto the existing Pastry
overlay if one exists, otherwise start a new overlay; (ithis is the first node in the over-
lay then also compute the division of the logical index spaictihne fmin level else send
a node.join(keys) message to the overlay to undertake themhip of Index keys. Note
that FreePastry takes care of the tasks related to routinhg, ti@af set and neighbour set
maintenance. Our Application service is only concerneth wdordinating proper distri-

bution and migration of logical Index keys.

8.5.2 Tomcat Container

Tomcat servlet container hosts the Publish/Subscribexisdevice. It exposes an API
called TriggerService (int PortName, String BootStrap8e¥ame, int BootStrapPort) to
the ManagerContainer service for invoking the Index servide values for API call pa-
rameters PortName, BootStrapServerName and BootSTrap®artaantained in a con-
figuration file accessible only to the ManagerContainer. QARds that Tomcat container
exposes include SubmitRLQ(String Object) for submitting@d,) SubmitRUQ(String
Object) for submitting RUQs and SubmitURLQ(String Objed) tinsubscribing from
the Index service once an application has been successtilipduled. These methods
are invoked by the Grid peer service whenever an applicaisnbmitted to the GRM for

scheduling consideration.
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8.6 Performance Evaluation

In this section, we evaluate the performance of the softsgséem in a resource sharing
network that consisted of federation®Alchemi desktop grids as shown in the Fig. 8.7.
These desktop grids were created in three different laboest(labs) including Microsoft
.Net Lab, Masters student Laband?2 within the Computer Science and Software Engi-
neering Department at the University of Melbourne. The nrahin these Labs are
connected through a Local Area Network (LAN). The LAN enwincent has a data trans-
fer capability of 100 MB/sec (megabits per second). Ethernet switches of thess Lab
inter-connect through the firewall router. Various systearameters were configured as

follows:

e Pastry network configuration: Both Grid peer nodelds andighislubscribe object
IDs were randomly assigned and uniformly distributed inX66-bit Pastry identi-
fier space. Other network parameters were configured to faeltiealues as given

in the filefreepastry.paramsThis file is provided with the FreePastry distribution.

Microsoft .Net Lab

Desktop
S\, Grid-4 .

Masters Student Lab 1 Masters Student Lab 2

Figure 8.7: Alchemi-Federation testbed setup.

e Resource Configuration: Every GFA/Cluster was configured toectto different

numbers of executors (refer to Fig. 8.7). The Alchemi manpggodically reports
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coordination delay (secs)

the resource status/configuration to the GFA as given byabeurce ticket publish
interval. The clusters running the GFA component had Wirgl¥® as the operat-
ing system running on Intel chips. The processors wereatiatto the jobs in the

space-shared mode.

e Publish/Subscribe index space configuration: The minimunsidn f,,;, of logi-

L T T L
oSk OINOIWoI o111 o Ul
-

cal d-dimensional publish/subscribe index was set,tarhile the maximum height
of the index treef,... was constrained t6. The index space had provision for
publishing resource information irdimensions including number of processors,
p; their speedy.;, operating system type,, and processor architecturg, This in-
dex configuration resulted into 18%) Grid index cells atf,,.;,, level. On an average,

3 index cells are hashed to a Grid peer in a network Afchemi sites.
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Figure 8.8: Job perspective.

e Workload configuration: The test application was a Windowscetable (source

code written using C-sharp) that computed whether a givenbeurs prime or
not. In order to introduce processing delays, the processmae to sleep far0
seconds before it could proceed to check the prime condiiimple brute force
algorithm was implemented to check the prime condition faoumber. The brute
force algorithm consists of dividing the number by everygilole divisor, up to the
number. If exactly2 factors are found, the number is prime. However, if more than

2 factors are found, then the number is not prime (it is contpsi
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Figure 8.9: Resource perspective.

e Resource claim and resource ticket injection rate: The GRREi resource claim
and resource ticket objects based on the exponential anteal time distribu-

tion (recall from the last chapter). The value for resouri@nt inter-arrival de-

lay ( A%n) was fixed tol10 secs. While the inter-arrival delaﬁ-) of resource claim
object was fixed td 5 secs. The inter-arrival delay in ticket injection is corsitl
the same for all the GFAs/Grids in the system. We config@réAs/Grids (Desk-
top Grid-1 and Desktop Grid-4) to insert resource claim cigjéento system with
the delays as described. The users in Desktop Qridsd2 submit25 resource
claim objects over the experiment run at an exponentiat-auteval delay. While
the injection of resource ticket object is done by all the Gf2xids in the Alchemi-

Federation system.

8.6.1 Discussion

This experiment measures the performance of the softwatersywith respect to the
following metrics: average coordination delay and avenagponse time. Recall from
the last chapter, the performance metric coordinationydglians up the latencies for: (i)
resource claim to reach the index cell; (ii) waiting timeillatresource ticket matches the
claim; and (iii) notification delay from coordination sereito the relevant GFA. While

the average response time for a job is the delay between bmission time and arrival
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=]

T T T T T
Job Count (Finished + In Execution)=— 4

50 100 150 200 250
time (secs)

(a) No. of jobs vs. time (secs)

Figure 8.11: Resource perspective.
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of the execution output.

Fig. 8.8(a) depicts the results for the average coordinat&ay in seconds for each
job submitted during the experiment period. We observetjties across the Desktop
Grids 1 and2 experienced varying degree of coordination delay. As desdrearlier,
the coordination delay directly affects the overall reg®time for jobs which is evident
from the Fig. 8.8(b).

Fig. 8.9 and 8.10 show how the job load was distributed overtichemi grids. We
observed that Desktop Grid 1 executed the least number s{fjeker to Fig. 8.9(a)) i.e3
jobs, while Desktop Grid 5, located in Lab 3, executed théds) number of jobs (refer
to Fig. 8.10(c)) i.e.18 jobs over the experiment run. Overall, the resources paddr
reasonably well as it is seen in Fig. 8.9 and Fig. 8.10. In 8ifj1, we show the details
on number of jobs finished and under execution across theeAickederation over the

experiment run time.

8.7 Conclusion

In this chapter, we have described the Alchemi-Federatéiware system, which serves
as a proof of the concepts that have been proposed in this.thé&e have strictly fol-
lowed an Object Oriented Design (OOD) methodology in aectihg and implementing
the Alchemi-Federation system. Our existing Alchemi-Fatien testbed consisted of
Alchemi Grids distributed over three different laboragsrof the department. These labo-
ratories are protected from malicious users by a firewalieainat inhibits any connection
from or to the machines that do not belong to the domain. laré&utvork, we intend to
overcome this limitation of the Alchemi GFA service by implenting a cross-firewall
communication capability. Such extension to the AlchemAG®GH support the creation
of Internet-based federation of Alchemi Grids that belomdifferent firewall controlled
domains.

Our software platform can be utilised to develop other ttisted applications such
as P2P auctions and distributed storage frameworks. Clyrrentr platform provides
services for aggregating distributed computational reses1 We also intend to study the

guery load-imbalance issues at the peers in a Windows-agddcomputing environ-
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ment where the resource attribute distribution tends toklegved. In future work, we

intend to incorporate decentralised reputation managefreeneworks such as PeerRe-
view and JXTA Poblano in the Alchemi-Federation system. seheeputation manage-
ment systems will aid in facilitating a secure and trustiwprsystem for the participants
to interact. Further, we are also considering integrativegReerMint credit management
system. PeerMint is a decentralised credit managemenicapph that has been devel-

oped using the FreePastry platform.






Chapter 9

Conclusion and Future Directions

9.1 Summary

Grids have evolved as the next generation computing phatfior hosting distributed
services for computing, content management (includinga&gon and distribution) and
data sharing. Grid environment includes the resourceshidnad varying types and ca-
pabilities, are topologically and geographically isothtnd are under control of sepa-
rate administrative policies. Federated grids (also knawdecentralised or hierarchical
grids) constitute a novel and emerging research area. &edegrids aim toward coupling
of distributed resources as part of single resource shamegonment. In this thesis, |
proposed a new federated Grid system, called Grid-Federalihe Grid-Federation re-
source sharing model aims toward decentralised and cadedircoupling of distributed
Grid resources as a part of single cooperative system.

The P2P network model forms the basis for the design of deades#td protocols for
scheduling and resource discovery in the Grid-Federatidme decentralised organisa-
tion of the system gives the provider more autonomy and madily makes the system
highly scalable. Two levels of decentralised coordinat®presented in this thesis: (i)
an SLA based broker-to-broker coordination protocol thathits the brokers from over-
provisioning the resources and also gives every site thess@m control capability; and
(i) a P2P tuple space based coordination protocol thatdioates the scheduling pro-
cess among the distributed resource brokers. | proposedel nmwdel for designing

decentralised, coordinated and scalable Grid resourcageament system. | have shown

193
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through extensive simulation based studies that the pegptechniques are favourable

for building next generation Grid systems.

9.2 Conclusion

To support the thesis that Grid-Federation model along stllecentralised protocols
for scheduling and coordination is better than existindptégues for implementing new

generation Grid resource sharing system | have:

1. Outlined Key Taxonomies Related to Designing a DecestdliGrid Resource

Sharing System

Comprehensive taxonomy related to decentralised schegduljective function,
coordination and security are presented and are latesedilfor classifying the
current state-of-the-art. This study contributes by pitimg better understanding of
existing Grid scheduling systems with respect to the degreecentralisation and
coordination that they can support. Further, | have alseflgriooked at the current

security solutions available for building such decensedi Grid systems.

Further, | also presented a comprehensive study on thentistate of the art in
P2P-based Grid resource discovery. The main contribufiem®study is a survey
and classification of P2P-based resource discovery mesthania Grid computing
system. Existing approaches to tag the DHTs with Grid resoinformation was
discussed and classified based on the presented taxonomtiddly also provides
a qualitative comparison of the existing DHT basédimensional indices with
respect to scalability and load-balancing. The preserdatparison can be utilised
by the Grid system developers with respect to the kind ofximde system they

should follow.

2. Proposed, Modeled and Evaluated a Decentralised ResShacag System called

Grid-Federation
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Grid-Federation aims toward policy based cooperative aatdinated coupling
of distributed cluster resources. Computational economapi®r was utilised for
driving the application scheduling and resource allocatvihin the Grid-Federation.
The cost-time scheduling algorithm was applied to simuta¢escheduling of jobs
using iterative resource queries to the decentraliseadida directory. The results

showed that:

e While the users from popular resources (fast/cheap) haveased competi-
tion and therefore a harder time to satisfy their QoS demandgeneral the
system provides an increased ability to satisfy QoS demahdH the users

in the federation,

¢ the resource supply and demand patterns affect resourseers overall

incentive in a computational economy based resource ghaystem,

o if all users seek either time/cost optimisation (non-umfalemand) then the
slowest/most expensive resource owners will not benefittahimHowever, if
there is uniform distribution of users some seeking timesomde seeking cost

optimisation then all resource providers gain some benefit the federation,

¢ the cost-time scheduling heuristic does not lead to exeessheduling mes-
sages, i.e., to excessive directory accesses and we exgesydtem to be

scalable.

3. Proposed, Modeled and Evaluated an SLA-based GFA-to-&&&ice Contract

Negotiation Protocol

Following this, a novel SLA-based GFA-to-GFA SLA contraeigotiation proto-
col was proposed. The well-known agent coordination puafozalled contract-
net formed the basis for distributed SLA-based negotiatioiihe proposed ap-
proach modeled a set of resource providers as a contracthiletjob supersched-
ulers/brokers as the managers, responsible for neggi&tirA contracts and job
superscheduling in the net. Superschedulers bid for SLAracts on the net with a

focus on completing the job within the user specified deadlfle analyzed how the
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varying degree of SLA bidding time (i.e., admission conttetision making time
for LRMSes) affects the resource providers’ payoff functidie results showed
that:

e The proposed approach gives resource owners finer conteolresource al-
location decisions. However, it also indicated that theppsed approach has
a degrading effect on the user’'s QoS satisfaction mainlytdlee time over-

head incurred as a result of dynamic bidding,

e SLA contract negotiation protocol based on dynamic biddtde net is scal-
able with respect to total scheduling message generatée system. In gen-
eral, the proposed approach does not incur excessive nesseag per job

basis as compared to the traditional FCFS case.

4. Proposed, Modeled and Evaluated Decentralised Resouscev@ry in the Grid-

Federation

| presented a decentralised solution for scalable and tabasurce discovery in
the Grid-Federation. The resource discovery servicesatilia P2P spatial pub-
lish/subscribe index for organising thedimensional Grid resource data. | analysed
through trace driven simulation study how the query armed and Grid system

size affects the system performance. The experiment resolted that:

e The resource query rate i.e. RLQ and RUQ rate directly affétsperfor-
mance of the decentralised resource discovery system.ghehiates, Grid

resource queries can experience considerable latencies,

e contrary to what one may expect, the Grid system size dodsaveta signifi-
cant impact on the performance of the resource discovetgrsysn particular

the query latency and the number of message routing hops.

5. Proposed, Modeled and Evaluated a DHT-based Tuple Spabetentralised Co-

ordination
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Further, the resource discovery system was extended talerthe abstraction/facility
of a P2P tuple space for realising a decentralised coordmaetwork. The P2P
tuple space can transparently support a decentralisedication network for dis-
tributed application services such as brokers, agentsipaeers etc. The P2P tuple
space provides a global virtual shared space that can beigendy and associa-
tively accessed by all participants in the system and thessds independent of the
actual physical or topological proximity of the tuples orst& The effectiveness
of the P2P tuple space in coordinating resource provisgpmas analysed using

extensive simulation study. The results showed that:

e The job inter-arrival delay has significant impact on therdomation overhead
for the jobs in the decentralised network. At lower inteniveal delays, com-
peting requests have to wait for longer time before the wation arrives from

the coordination network,

¢ the performance of coordination network worsens furthehighly-constrained
workloads as compared to lightly-constrained workloadsweler, if there is
abundant supply of resources in the system then the systeaviber is inde-

pendent of workload type.

6. Designed and Implemented the Alchemi-Federation So&8gstem

Finally, the Grid-Federation model is realised using theh&mi desktop Grid com-
puting system, which | refer to as Alchemi-Federation. Tofévwgre system serves
as a proof of the concepts/models/protocols that have begroged in this thesis.
| have strictly followed an OOD methodology in architectiagd implementing

the Alchemi-Federation system. Our software platform camtiised to develop

other distributed application systems such as P2P codgegrtction environment
and distributed storage framework. Currently, our platfgnmmavides services for

aggregating the distributed computational resources.

This thesis makes significant contribution towards prowgda new model for de-

centralised Grid resource management, in particular therdealised protocols for
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application scheduling, resource discovery and coordinatThe proposed tech-
niques are clearly favourable as compared to the existtecature available for
the Grid resource management system design. | have alsmporeted the pro-
posed ideas in the software system, Alchemi-Federatior.tA&sis clearly makes
advancement over the current state of the art by proposingl decentralised pro-

tocols and models.

9.3 Open Issues

The current models of distributed systems, including Goishputing and P2P computing,
suffer from a knowledge and resource fragmentation probByrknowledge fragmenta-
tion, it means that various research groups in both academiandustry work in an inde-
pendent manner. They define standards without any propedication. They give very
little attention to the inter-operational ability betwete related systems. Such dispar-
ity can be seen in the operation of various Grid systems dhiectpuCondor-G, Nimrod-G,
OurGrid, Grid-Federation, Tycoon and Bellagio. These systdefine independent in-
terfaces, different job description languages, commtuimiegrotocols, superscheduling
and resource allocation methodologies. In this case, Ueefs an access only to those
resources that can understand the underlying Grid systetoqml. Hence, this leads to
the distributed resource fragmentation problem.

A possible solution to this can be federating these Gridesgstbased on universally
agreed standards (similar to the TCP/IP model that govem€uirent Internet). The
core to the operation and inter-operational ability of tne2 component is the common
resource indexing system, i.e., DNS. Both the Grid and P2Phuamties clearly lack
any such global or widely accepted service. These systenmtexpose any API or
interfaces that can help them to inter-operate. In recemtdj we have seen some ef-
forts towards developing a generic Grid service-orientexhigecture, more commonly
referred to as the Open Grid Service Architecture (OGSA).eCarid developers also
define common standards through the GGF. Web Service Regéranework (WSRF)
defines a new set of specifications for realising the OGS/Anisf grid and web services.

WSRF can overcome the cross-platform inter-operationaityalsksues in Grid comput-
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ing. However, still it cannot glue the gaps between variousl &/stems because of the
basic differences in interfaces, communication protqgcslgperscheduling and resource
allocation methodologies.

Possible solutions to overcome knowledge and resourcenfatation problem in-
clude: (i) availability of a robust, distributed, scalabdsource indexing/organisation sys-
tem; (ii) evolution of common standards for resource allimeaand application super-
scheduling; (iii) agreement on using common middlewarenfanaging Grid resources
such as clusters, SMPs etc; and (iv) defining common intesfand APIs that can help

different related system to inter-operate and coordinetigities.

9.4 Future Directions

This thesis introduces novel protocols to build scalabddust and decentralised Grid
resource management system. It demonstrated the bengditgpaised decentralised pro-
tocols in terms of user’'s QoS satisfaction, provider’s profinction, scalability, robust-
ness and coordination. Overall, the proposed models aridqmig lay the foundation for

architecting next generation Grid and P2P systems.

9.4.1 Coordinated Co-allocation Framework for Synchronous Paral-

lel Applications

Synchronous parallel applications (such as MPI-CH) refethéoclass of applications
that have run time dependencies and need to do frequent geepaasing. Tradition-
ally, these kind of applications have been designed fotligitoupled environments such
as shared memory processors and computational clustathée high bandwidth inter-
connection network). Given the complexity of Grid enviraemt including its dynamism,
scale, heterogeneity in resource type, storage capalilapagement policies and com-
munication bandwidth, the efficient execution and adagatif synchronous parallel ap-
plications [112] present significant challenges with resge scheduling and resource
management.

Efficient execution of such class of applications in a Gridiemment requires mech-
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anisms for coordinated co-allocation across resourcaataufficient computational and
network bandwidth capabilities. In general, co-allocatawross Grid resources belong-
ing to multiple control domain is a complex problem in itself this case, the decen-
tralised coordination mechanism proposed in this thegisbeautilised to transparently
and dynamically formulate efficient co-allocated scheslukaurther, the decentralised co-
allocation algorithm can also benefit from the SLA-basedquols proposed in this thesis

with respect to guaranteed service delivery and priodtesescution.

9.4.2 Decentralised Storage Management and Replication Framework

With evolutionary growth in the Internet users and commpddmputers (such as desk-
top machines), it is feasible to maintain a pervasive andemand content management
and replication network. The search engine Google, pedaremtralized content repli-
cation at its data centers to increase data availabilityi-falerance and performance. In
contrast, the proposed decentralised Grid-Federatiorehtah be extended to support
an Internet-scale content management and replicationonlketiivat leverages the storage
capability of commodity machines. Coupled with the recentaadement in P2P rep-
utation and trust management schemes such as PeerRevievolladd? the proposed
system can deliver the guaranteed storage services. Mexflthemi-Federation soft-
ware system can be easily extended to support the storagageraent and replication

functionality.

9.4.3 Cooperative Multiple e-Science Workflow Scheduling Frame-

work

In e-Science Grid computing environments, workflow manag@raystems allocate tasks
to the resources after negotiating the SLA contracts wiénekesource provider that exe-
cutes one or more tasks. Due to this, the service provided toeallocate resources based
on negotiated QoS parameters and manage various competimands from other users.
However, the competition among multiple workflow systemgy ead to degraded QoS
satisfaction for certain users. This limitation can eabiyeradicated by utilising the de-

centralised coordination among e-Science workflow systémifis case, the conflicting
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requests of the workflow systems can be resolved by the datisatl coordinator lead-
ing to enhanced QoS satisfaction across the system. To amtgatata-intensive workflow
scheduling also needs to consider co-allocation issudkasito synchronous parallel ap-

plications.

9.4.4 Cooperative P2P Auction Network

Proposed decentralised protocols for resource discovetlgaordination can be extended
to support a P2P auction market place [92]. The capabilithefresource discovery ser-
vice to efficiently handl@-dimensional range queries can be utilised to discoveftablai
auctions in the system. The auctioneer can advertise tegisj auction types, and pricing
information through the RUQ, while the interested buyerssizbscribe for the auctioned
items through the RLQ. In case the match occurs, the interdstgers can directly bid
at the auctioneer. P2P reputation management systems sirgeeReview and Poblano

can be utilised to establish the credibility of the partaips in the system.

9.4.5 P2P Relational Database Management System (RDBMS)

Realising an efficient, scalable and robust P2P RDBMS is anesiieg future research
problem. Fundamental to P2P RDBMS is the development of biggd algorithms
for: (i) query processing; (ii) data consistency, and intggand (iii) transaction atom-
icity, durability, and isolation. First step in designing®’@P RDBMS is to partition the
relational tuple space across a set of distributed nodeseisystem. The data partition
strategy should be such that the query workload is unifohgtributed while efficiently
utilising the node’s computational and network bandwiddpability. The discovery and
partitioning of tuple space across the nodes in the systefmogting the tuple space can

be facilitated through the decentralised protocols pregdas this thesis.
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