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Abstract. G-Monitor was developed in response to the need for Web-based portals that hide low level 
details of accessing Grid services for deployment and execution management of applications. Follow-
ing this, a requirement for a more complete solution was highlighted, which enabled the user to upload 
their experiment files, start experiments, collect results and authenticate the grid proxy. We responded 
to these requirements by enhancing G-Monitor appropriately, with the ultimate aim of removing the 
need for users to rely on third party applications providing such capabilities. 

1 Introduction 
Grids provide the infrastructure to harness a heterogeneous environment comprising of geographically 
distributed computer domains, to form a massive computing environment through which large scale prob-
lems can be solved. For this to be achieved, Grids need to accommodate various tools and technologies that 
can support: security, uniform access, resource management, scheduling, application composition, compu-
tational economy and accounting [3][7]. Additionally, Grids need to provide a ubiquitous user-interface 
that hides complexities associated with the deployment and management of execution applicable to ex-
periments using distributed resources.   
 

A sample wide-area Grid computing environment is shown in Figure 1. In this environment, the Grid 
consumers interact with GRBs (Grid Resource Brokers) such as Nimrod-G [7] responsible for scheduling 
applications on the distributed resources, based on their availability, cost, capability, and user-specified 
QoS (Quality of Service) requirements. The initial version of G-monitor [20] was created to provide the 
users with a pervasive interface that allows them to monitor and control the execution of their applications. 
The enhanced version of G-monitor encompasses all the functionality provided by the initial version, but 
also provides a multi-user environment where the users are able to deploy and collect experiment files, 
authenticate their grid proxy and analyze graphs illustrating experiment progress. Ultimately G-monitor has 
been enhanced to provide the users with a more complete set of functionality, removing the need for third 
party applications.  G-monitor was developed and is maintained as part of the Gridbus project [8]. 

 
As Grids in general are distributed in nature, it is important that G-Monitor provides the users with an 

ubiquitous interface that allow them to access from anywhere at anytime from any access device. The users 
only need access to a web browser and with it they are able to fully utilize the functionality provided by G-
Monitor. As G-Monitor is a web-based portal the users do not have to worry about setting up SSH or ex-
porting X displays, which can all be made more complicated depending on their firewall settings.  

 



 
Figure 1: A Sample Grid computing Environment and key components. 

 
 
G-Monitor interacts with the Nimrod-G GRB (Grid Resource Broker), which is implemented using low-

level services provided by middleware such as Globus [4] and Legion [5]. It provides a consistent interface 
that is easy to use, enabling the end-user to monitor, control, and steer execution of application jobs run-
ning within the Grid environment. G-Monitor is flexible enough to be run from anywhere without the need 
for custom client software. With the use of a web browser the users will be able to fully utilize the func-
tionality of enhanced G-Monitor outlined below: 
 

1. Retrieve and set QoS (quality of service) parameters, such as 
• Deadline, Budget and Optimisation preferences  

2. Monitor/Control Jobs Information, such as 
• Start, Stop, Grid node status and Execution time 

3. Monitor Resource status, such as 
• Server name, Host name, Service cost and Status 

4. Monitor Experiment status, such as 
• Deadline, Budget, Job status and Resource status  

5. Multi-User Interface  
• User login and User preferences relating to available brokers and interface 

6. Real time graphs  
• Graphs of the experiment progress are provided throughout experiment execution  

7. Start Experiment 
• Ability to upload experiment files using the G-Monitor interface and start experiments 

8. Grid Authentication 
• Ability to update Grid Authentication, without the need to access the Nimrod Broker 

9. Collect Experiment Files 
• Upon completion, experiment files with results can be collected 

 
 
The remainder of this paper provides an insight into how G-Monitor fits into the Grid Infrastructure and 

how it has evolved from its initial state to incorporate these new functionalities. We initially discuss G-
Monitor in relation to other similar applications currently available.  We then discuss G-Monitor's new 
Architecture and Design, Implementation process, and various example applications.  Finally we conclude 
by reflecting upon the benefits these enhancements provide to the users. 



2 Related Work  
A number of projects have explored development of toolkits for development of Grid portals and construc-
tion of application specific portals. Some representative efforts include GridPort [9] and HotPage [10] from 
San Diego Supercomputing Centre, GPDK (Grid Portal Development Kit) [14] from Lawrence Berkeley 
National Laboratory, Legion portal [18] from the University of Virginia, GRB portal [13] from University 
of Lecce, SGE (Sun Grid Engine) Technical Portal [11] from Sun Microsystems, and PBSWeb[12] from 
the University of Alberta. GridPort and GPDK allow construction of application-specific portals by provid-
ing generic interfaces/libraries for accessing Grid resources using Globus. Legion portal provides an inter-
face to Legion Grid infrastructure. As these toolkits provide an interface to low-level Grid services, the 
users of portals constructed using them are responsible for manually identifying resources that are suitable 
for running their applications and deploying them. The same is the case with the GRB portal as it also 
provides Web-based interface to Grid resources running Globus and the users are responsible for selection 
of suitable resources for the execution of their applications. Unlike these systems, the unique aspect of G-
monitor is that it has been designed to provide access to high-level Grid services (e.g., the Nimrod-G bro-
ker and Gridbus scheduler). As high-level Grid services (e.g., Nimrod-G) are in turn implemented using 
low-level Grid servies (e.g., Globus), they hide issues related to the identification of resources that are 
suitable for running user applications and their aggregation.  SGE Portal and PBSWeb basically provide 
Web-portal for accessing cluster resources management systems, SGE and PBS (Portal Batch System) 
respectively.  
 

3 Architecture and Design 
This section is divided into a discussion of the architecture and how G-Monitor fits into the Grid environ-
ment; followed by a design summary detailing the main modules which make up the implementation of G-
Monitor.  

 3.1 Architecture 
The architecture of G-Monitor and its interaction with other components within a Grid architecture [19] 
framework is shown in Figure 2. This figure appears similar to a typical grid architecture, having three 
major categories: Grid Resources, Grid Broker, and Applications and Portals. G-monitor resides in the 
application level and has the responsibility of providing an easy to use interface to the Nimrod-G broker 
system. With the enhanced version of G-Monitor the users may upload their experiment files, start their 
experiment and upon completion download the resulting output files.  
 

G-Monitor is able to provide a high level interface by utilising tools such as Nimrod-G and Globus to 
handle all the low-level requirements of Grid Resources. Nimrod-G plays a broker role by farming out 
tasks to each grid node using the “Globus Client Interface”. Globus is used by Nimrod-G for submitting 
jobs, authentication, security and gathering information about resources. Grid Resources provide a hybrid 
environment which Globus and Nimrod-G play a vital role in managing and ultimately providing a unified 
interface which G-Monitor utilises. 

 
G-Monitor provides a web portal, which is used by the end-user and therefore is categorised as a com-

ponent within the “Applications and Portals” category. G-Monitor resides on a web server, which sits be-
tween the GRB and the Web browser. The Grid consumer uses the Web browser to access G-Monitor's 
functionality. The users’ requests are served by G-Monitor communicating with the GRB. The GRB man-
ages all the Grid nodes using low-level Grid middleware services, keeping a detailed database of informa-
tion about the status of the Grid nodes whilst offering scheduling and farming out facilities. 
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Figure 2: G-Monitor: Grid Architecture. 

 
 G-Monitor stores information locally on the G-Monitor server. This information includes user ac-

count information, broker information and experiment information. Storing this information locally pro-
vides the user with the following set of functionality: 
 

• A multi-user environment that remembers user preferences 
• Ability to run many experiments at the same time, as multiple brokers can be logged and moni-

tored 
• Provide graphs of how the experiment is progressing and how it has progressed throughout its 

execution history 
 

3.2 Design 
G-Monitor’s design has evolved dramatically since its first incarnation.  It now not only communicates 
with the broker system using Nimrod-G protocols [2], but also uses Telnet and FTP protocols to issue 
commands and transfer files respectively – making it possible for the users to transfer their experiment files 
to and from the broker and start the experiment all through the G-monitor interface. G-monitor stores in-
formation locally using a flat file structure. Information stored includes username and password, each of 
the user’s preferences including broker attributes and experiment information. G-Monitor has the capabil-
ity of monitoring multiple experiments in the background, polling the GRB for information at a set interval 
and logging the data to a flat file. The experiment information logged is then used to generate graphs, 
which aid the users in analyzing how their experiment is progressing.  
 

The design (Figure 3) behind G-Monitor can be split up into the following main categories: 
 



Category Modules Description 
Nimrod-G Server 
transport modules 

 Telnet 
 Ftp 
 Socket and Nimrod-G 

communications 

Responsible for issuing commands, transferring files 
and communicating with the Nimrod-G server 

G-Monitor Data 
Storage and Re-
trieval 

 Data Storage and Re-
trieval 

This module serves requests for user, broker and 
experiment information. A flat file structure is used 
to store all the information 

G-Monitor Function-
ality Modules 

 Administration 
 Login 
 User preferences 
 TimeZone 

Provide the user with the means to update the user 
and broker information. The administration, login 
and user preferences modules generate HTML which 
is then served back up to the user’s web browser. 
The time-zone module works out which time-zone 
the user resides in and converts times to the user’s 
time-zone 

Core Broker 
Functionality 
Modules 

 Grid Authentication 
 Start Experiment 
 Job Information  
 Resource Information 
 Graph Generator 

These modules are responsible for all the broker 
related functionality and therefore communicate with 
the Nimrod G server via one of the transport mod-
ules. All these modules rely on the “data storage and 
retrieval” module for retrieving broker and user 
information for they must be aware under which user 
and broker they are to execute their functions. These 
modules also generate HTML which is then served 
back up through the web server to the user’s web 
browser 

 
 
A further description of the implemented modules is as follows: 
 
Module Name Description 
Grid Authentication Responsible for Grid Proxy Authentication, uses telnet module to login into 

broker and issue grid-proxy-init commands based on user specification 
Start Experiment Provides the user with the functionality to start experiments on the broker. The 

user can either upload experiment files or select existing files to start experiment. 
Collect Files Upon completion of experiment the user is able to this module to download their 

resultant experiment files 
Administration Allows the creation and modification of user accounts on G-Monitor 
User Preferences Store broker, experiment and interface preferences 
Login Responsible for G-monitor’s authentication 
TimeZone Logs which time-zone the user is in and is used for making time compensation 

calculations 
Job Information Presents the user with a breakdown of all current jobs that are running for the 

experiment they are monitoring 
Resource Information Lists the available resources to the user 
Graph Generator Runs constantly on the actively monitored experiment and any experiments the 

user wishes to monitor in the background. The scripts responsible poll the Broker 
for the current experiment status at user specified interval and log it in a file. 
This file is then used to generate experiment graphs 

Data Storage and Re-
trieval. 

Responsible for providing an interface for storing information in a flat file sys-
tem 

Nimrod G communica-
tions module 

Responsible for establishing a TCP/IP socket connection with the Nimrod-G 
broker server and parsing the Nimrod-G protocol 
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Figure 3: G-Monitor: Design. 

 

4 Implementation 
One of the main aims of developing G-Monitor was to overcome problems and limitations associated in 
using interfaces with heavy bandwidth requirements. G-monitor was built with a light weight interface to 
overcome these limitations. It was important that any modifications/enhancements made to G-Monitor kept 
the light weight interface, otherwise defeating the original purpose of building G-Monitor. The enhance-
ments were made with an effort to maintain the original architecture [20].  

G-Monitor is a web-based portal that uses the Apache [1] web server software to serve requests made by 
the user’s web browser. Apache’s CGI module was used to call scripts that in turn provided the functional-
ity the user requested. The scripting language used to implement and enhance G-Monitor was Perl. The 
Nimrod-G Server transport modules were implemented with the help of the following Perl modules: 

 
Perl Module Name Description 
IO-Socket TCP/IP socket module 
Net-FTP-Common Provides high level ftp interface 
Net-Telnet Provides a series of telnet functions 

 
The “Graph Generator” Perl scripts use a special version of GnuPlot that was compiled against GD 

graphics library [25] to generate the final graphs in PNG (Portable Network Graphics) image format. The 



user is able to specify which experiments they wish to be “monitored” and in doing so the Graph Generator 
scripts are forked-off in the background polling the broker for data and then using it to generate the graphs.  

5 Use Case Study 
Research carried out at The University of Melbourne, by the Experimental Particle Physics (EPP) group 
[23] and the GRIDS Lab, involves investigation into the development of Grid technologies for high energy 
physics. The EPP group is a member of the Belle collaboration which consists of 400 physicists from 50 
institutions around the world [24]. The Belle experiment, situated at the KEK B-factory in Japan, is opera-
tional and has been collecting data and producing results for a number of years.  G-Monitor has been used 
in the Belle application analysis on global Grids demonstration at the 4th PRAGMA workshop [21] [22] 
held in June 2003, Monash University, Melbourne, Australia. 

 
The demonstration involved the construction of a data grid test bed. The grid test bed was constructed 

within 9 days prior to the PRAGMA workshop and was made possible by the loan of high performance 
servers from IBM Asia Pacific. The demonstration setup depicting application deployment and access 
locations of various Grid entities is shown in Figure 4. Servers from around Australia were used to analyze 
data collected from the Belle simulations. During the demonstration G-Monitor was used to manage and 
monitor experiment progress at both application and job levels. An application jobs execution statistics plot 
from the experiment are shown in Figure 8. 

 

 
Figure 4: G-Monitor Usage during the Belle Analysis demo at PRAGMA conference. 

 
 

We shall now briefly cover the functionality provided by G-Monitor and discuss in detail the new set of 
functions provided by the enhanced version. G-Monitor’s original specifications support the following set 
of functions and are discussed in detail in [20]. 
  

• User sets QoS parameters 
• User experiment status 
• Job Information and Experiment Status  
• Grid Infrastructure status 

 



In the following sub-sections we will walk through some screenshots to demonstrate G-Monitor's new 
set of features and their usefulness in starting and managing application execution in Grid environments. 

 
5.1 Multi-user functionality 

 
G-Monitor now provides a multi-user interface, whereby each user of G-monitor has an account. These 
user accounts can be created and administered by the “admin” user account, from the “Administration” 
Page as seen in Figure 5. Providing multi-user functionality allows the user to customize G-monitor using 
the preferences page [Figure 5]. The Preferences page allows the user to manually enter brokers they know 
experiments are running on, and select which of those brokers they would like to actively monitor. The 
user also has the option to monitor experiments in the background.  This enables G-Monitor to poll the 
broker for the set interval collecting data on the experiments progress. Then when the user decides to “Ac-
tively” monitor the experiment they are able to see the entire experiment’s progress by looking at the ex-
periment graphs. The user also has the ability to customize refresh rates, sample rates and general cosmetic 
items via the Preferences page. 

 

    
Figure 5: G-Monitor Administration and Preferences functionality. 

 
 
5.2 Grid proxy authentication 
The Globus toolkit allows people to share resources to create the Grid environment. The Globus software 
relies on the user to create a proxy certificate, which is then used as a means to authenticate the user when 
using Grid resources. These certificates subsequently expire and need to be renewed. This certificate can 
be renewed by using the “Grid Authentication” page [Figure 6]. This page has been divided into the fol-
lowing two steps: 

1. Broker login: The user is required to provide the hostname and user account of the broker they 
wish to renew their certificates 

2. Grid Authentication Parameters: Once the user specifies the grid-proxy-init password and 
clicks on the “Enable Proxy Authentication” button, G-Monitor will attempt to renew the Grid 
certificates and provide the user with feedback 



 
Figure 6: G-Monitor Grid Authentication. 

 

5.3 Start Experiment 
The user has the ability to start experiments using the “Start Experiment” page [Figure 7]. This page has 
been divided into the following three steps: 

 
1. Broker Login: The user is required to provide the hostname and user account of the broker they 

wish to start the experiment on.  When the user selects “Login”, G-Monitor will check to see 
that the broker is up and that the user account is valid.  Following this it provides feedback to 
the user on both these accounts 

 
2. Experiment Files: In this step the user is required to either upload their experiment files or se-

lect existing experiment files which are present on the broker. Upon doing so the user will be 
provided with feedback as to the experiment files which will be used when starting the experi-
ment 

 
3. Starting the Experiment: Once the user clicks on the “Start Experiment” button, G-Monitor will 

issue Nimrod-G commands on the broker to start the experiment with the experiment files up-
loaded/selected. The output of these commands is output to the screen ensuring the user is kept 
up-to-date with the experiment. If the experiment has been started successfully a broker entry 
will be automatically made in the user’s preference screen [Figure 5]. The user is then able to 
actively monitor the experiment and use all the monitoring and management functionality pro-
vided by G-Monitor 



 
Figure 7: G-Monitor Grid Authentication. 

 
5.4 Real/time graphs 
The user is able to access the experiment graphs [Figure 8] by clicking on the “Experiment Graphs but-
ton”. These graphs are generated and updated for experiments that are currently being monitored and/or 
have been selected to be monitored in the background from the “User Preferences” page [Figure 5]. The 
two graphs provided are as follows: 

 
• Job Numbers Graph: Plots the number of jobs ready, running, completed and failed 

against time. Enables the user to get an idea as to how their experiment is progressing as a 
whole. 

• Percentage Graph: Plots the percentage of completed jobs and budget spent against time. 
Provides the user with an insight into the likelihood of their experiment completing within 
budget parameters. 

 

   
 

Figure 8: Job Numbers and Percentage complete Graphs from PRAGMA demo. 



 
5.5 Collect Files 
Upon completion of the experiment the user may need to download their output files. The “Collect Ex-
periment Files” page [Figure 9] can be used to download the files from the broker. This process behind 
downloading experiment files from the broker server has been divided into the following three steps: 
 

• Step 1 – Broker Login: The user is required to provide the hostname and user account of the 
broker they wish to download the experiment files from.  Upon providing the broker details the 
user will be presented with a list of directories of all the experiments present under that user ac-
count. 

 
• Step 2 – Select Experiment folder to download: The user is able to select the experiment folder 

they wish to download into. Upon clicking the “Archive selected experiment folder” the ex-
periment folder will be archived using tar, compressed using gzip and ftp’d to the G-Monitor 
Server. The user is provided with feedback of this process 

 
• Step 3 – Downloading the experiment file from the G-Monitor server. The user is provided with 

a link to the file and can download the experiment compressed archive by clicking on the “Ex-
periment Filename” link 

 
 

 
 

Figure 9: Collect Experiment Files. 
 
 
 



6 Conclusion and Future Work 
In this paper we have identified the need for Web based portals that provide a light weight, ubiquitous, 
easy to use interface which enable the execution and management of applications in a Grid environment. 
We outlined the enhancements to G-Monitor, which allow the user to start and manage experiments of 
application jobs on Global Grids. Unlike related systems, G-Monitor provides web-based interface to high-
level Grid services (e.g. the Nimrod-G broker). This means that users of G-Monitor delegate the responsi-
bility of selection of appropriate resources for execution of their application jobs to the specific broker. We 
have used G-Monitor successfully in a number of Grid demonstrations including the PRAGMA-4 work-
shop and SC2002 [16] conference. 

 
The initial version of G-Monitor was designed specifically around monitoring Grid experiments, while 

providing only limited experimental control.  The new set of enhancements provides a multi-user interface 
whereby they are able to upload and start their experiment, manage and monitor their experiment using 
graphs which are dynamically updated, and finally collect the resultant experiment files. The user is also 
able to authenticate their grid proxy privileges using G-Monitor. G-Monitor has evolved into a complete 
solution, removing the need for the user to rely on other third party software to upload their experiment 
files, or the need to manually login to the broker for the purpose of starting their experiment, collecting 
their experiment files and authenticating their grid proxy privileges.  

 
Some possible future developments for G-Monitor are as follows: 
 

• Enhance security by providing the user with the option of using SSH and SCP services, instead 
of Telnet and FTP respectively. 

• Build tailored component to G-Monitor for a specific applications (e.g. dynamic job allocation 
based on results of prior completed jobs – as might be useful in Neural Networks). 

• Research the possibility of providing a developers toolkit enabling users to customize G-
Monitor to their specific needs themselves. 

• Provide ubiquitous access to the Grid by supporting clients that originate from mobile and 
handheld devices by extending G-monitor presentation layer.  

Availability 
The G-Monitor software with source code can be downloaded from the Gridbus Project website: 

http://www.gridbus.org/ 
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