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ABSTRACT

With the pragmatic realization of computing as a utility, Cloud Computing has recently emerged as a
highly successful alternative IT paradigm. Cloud providers are deploying large-scale data centers across
the globe to meet the Cloud customers’ compute, storage, and network resource demands. Efficiency and
scalability of these data centers, as well as the performance of the hosted applications’ highly depend on
the allocations of the data center resources. Very recently, network-aware Virtual Machine (VM) place-
ment and migration is developing as a very promising technique for the optimization of compute-network
resource utilization, energy consumption, and network traffic minimization. This chapter presents the
relevant background information and a detailed taxonomy that characterizes and classifies the various
components of VM placement and migration techniques, as well as an elaborate survey and comparative
analysis of the state of the art techniques. Besides highlighting the various aspects and insights of the
network-aware VM placement and migration strategies and algorithms proposed by the research com-
munity, the survey further identifies the benefits and limitations of the existing techniques and discusses
on the future research directions.

1. INTRODUCTION according to their demands following a pay-per-use

business model. In order to meet the increasing
Cloud Computing is a recently emerged comput- consumer demands, Cloud providers are deploying
ing paradigm that promises virtually unlimited large-scale data centers across the world, consist-
compute, communication, and storage resources ing of hundreds of thousands of servers. Cloud
where customers are provisioned these resources applications deployed in these data centers such as
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web applications, parallel processing applications,
and scientific workflows are primarily composite
applications comprised of multiple compute (e.g.,
Virtual Machines or VMs) and storage components
(e.g., storage blocks) that exhibit strong commu-
nication correlations among them. Traditional
research works on network communication and
bandwidth optimization mainly focused on rich
connectivity at the edges of the network and
dynamic routing protocols to balance the traffic
load. With the increasing trend towards more
communication intensive applications in the Cloud
data centers, the inter-VM network bandwidth
consumption is growing rapidly. This situation is
aggravated by the sharp rise in the size of the data
that are handled, processed, and transferred by
the Cloud applications. Furthermore, the overall
application performance highly depends on the
underlying network resources and services. As a
consequence, the network conditions have direct
impact on the Service Level Agreements (SLAs)
and revenues earned by the Cloud providers.
Recentadvancementin virtualization technolo-
giesemerges as a very promising tool to address the
above mentioned issues and challenges. Normally,
VM management decisions are made by using
various capacity planning tools such as VMware
Capacity Planner (“VMware Capacity Planner”,
2014) and their objectives are set to consolidate
VMs for higher utilization of compute resources
(e.g., CPU and memory) and minimization of
power consumption, while ignoring the network
resource consumption and possible prospects of
optimization. As a result, this often leads to situ-
ations where VM pairs with high mutual traffic
loads are placed on physical servers with large
network cost between them. Such VM placement
decisions not only put stress on the network links,
but also have adverse effects on the application
performance. Several recent measurement stud-
ies in operational data centers reveal the fact that
there exists low correlation between the average
pairwise traffic rates between the VMs and the
end-to-end network costs of the hosting servers

(Meng, Pappas, & Zhang, 2010). Also because
of the heterogeneity of the deployed workloads,
traffic distribution of individual VMs exhibit
highly uneven patterns. Moreover, there exists
stable per-VM traffic at large timescale: VM pairs
with relatively heavier traffic tend to exhibit the
higher rates whereas VMs pairs with relatively
low traffic tend to exhibit the lower rates. Such
observational insights of the traffic conditions
in data centers have opened up new research
challenges and potentials. One such emerging
research area s the network-aware VM placement
and migration that covers various online and of-
fline VM placement decisions, scheduling, and
migration mechanisms with diverse objectives
such as network traffic reduction, bandwidth
optimization, data center energy consumption
minimization, network-aware VM consolidation,
and traffic-aware load balancing.

Optimization of VM placement and migration
decisions has been proven to be practical and
effective in the arena of physical server resource
utilization and energy consumption reduction,
and a plethora of research contributions have
already been made addressing such problems.
Until recently, a handful of research attempts are
made to address the VM placement and migra-
tion problem focusing on inter-server network
distance, run-time inter-VM traffic characteristics,
server load and resource constraints, compute and
network resource demands of VMs, data storage
locations, and so on. These works not only differ
in the addressed system assumptions and model-
ing techniques, but also vary considerably in the
proposed solution approaches and the conducted
performance evaluation techniques and envi-
ronments. As a consequence, there is a rapidly
growing need for elaborate taxonomy, survey,
and comparative analysis of the existing works in
this emerging research area. In order to analyze
and assess these works in a uniform fashion, this
chapter presents an overview of the aspects of
Cloud data center management as background
information, followed by various state-of-the-art
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data center network architectures, inter-VM traf-
fic patterns observed in production data centers
followed by an elaborate taxonomy and survey of
notable research contributions.

The rest of this chapter is organized as follows:
Section 2 presents the necessary background
information relevant to network-aware VM place-
ment and migration in Cloud data centers; Sec-
tion 3 presents a detailed taxonomy and survey
of the VM placement and migration strategies
and techniques with elaborate description on the
significant aspects considered during the course
of the classification; a comprehensive compara-
tive analysis highlighting the significant features,
benefits, and limitations of the techniques has been
put forward in Section 4; Section 5 focuses on the
future research outlooks; and finally, Section 6
summarizes the chapter.

2. BACKGROUND

Cloud Infrastructure
Management Systems

While the number and scale of Cloud Comput-
ing services and systems are continuing to grow
rapidly, significant amount of research is being
conducted both in academia and industry to de-
termine the directions to the goal of making the
future Cloud Computing platforms and services
successful. Since most of the major Cloud Com-
puting offerings and platforms are proprietary
or depend on software that is not accessible or
amenable to experimentation or instrumentation,
researchers interested in pursuing Cloud Com-
puting infrastructure questions as well as future
Cloud service providers have very few tools to
work with (Nurmi et al., 2009). Moreover, data
security and privacy issues have created concerns
for enterprises and individuals to adopt public
Cloud services (Armbrust et al., 2010). As a
result, several attempts and ventures of building
open-source Cloud management systems came
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out of both academia and industry collabora-
tions including Eucalyptus (Nurmi et al., 2009),
OpenStack, OpenNebula (Sotomayor, Montero,
Llorente, & Foster, 2009), and Nimbus (“Nimbus
is cloud computing for science”, 2014). These
Cloud solutions provide various aspects of Cloud
infrastructure management such as:

1.  Managementservices for VM life cycle, com-
pute resources, networking, and scalability.

2. Distributed and consistent data storage with
built-in redundancy, failsafe mechanisms,
and scalability.

3. Discovery,registration, and delivery services
for virtual disk images with sup-port of dif-
ferent image formats (VDI, VHD, qcow?2,
VMDK).

4.  Userauthenticationand authorization servic-
es for all components of Cloud management.

5.  Web and console-based user interface for
managing instances, images, crypto-graphic
keys, volume attachment/detachment to
instances, and similar functions.

Figure 1 shows the four essential layers of
Cloud Computing environment from the archi-
tectural perspective. Each layer is built on top of
the lower layers and provides unique services to
the upper layers.

1. Hardware Layer: This layer is composed
of the physical resources of typical data
centers, such as physical servers, storage
devices, load balancers, routers, switches,
communication links, power systems, and
cooling systems. This layer is essentially the
driving element of Cloud services and as a
consequence, operation and management of
the physical layer incurs continuous costs
for the Cloud providers. Example includes
the numerous data centers of Cloud provid-
ers such as Amazon, Rackspace, Google,
Microsoft, Linode, and GoGrid that spread
all over the globe.
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Figure 1. The Cloud Computing architecture
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Infrastructure Layer: Thislayer (alsoknown
as Virtualization Layer) creates a pool of on-
demand computing and storage resources by
partitioning the physical resources utilizing vir-
tualization technologies such as Xen (Barham
etal.,2003) and VMware. Efficient allocation
and utilization of the virtual resources in ac-
cordance with the computing demands of
Cloud users are important to minimize the
SLA violations and maximize revenues.
Platform Layer: Built on top of the infra-
structure layer, this layer consists of cus-
tomized operating systems and application
frameworks that help automate of application
development, deployment, and management.
In this way, this layer strives to minimize the
burden of deploying applications directly on
the VM containers.

Application Layer: This layer consists of
the actual Cloud applications which are dif-
ferent from traditional applications and can
leverage the on-demand automatic-scaling
feature of Cloud Computing to achieve better
performance, higher availability and reliabil-
ity, as well as operating cost minimization.

In alignment with the architectural layers of

Cloud infrastructure resources and services, the
following three services models evolved and used
extensively by the Cloud community:

Infrastructure as a Service (IaaS):
Cloud provides provision computing re-
sources (e.g., processing, network, storage)
to Cloud customers in the form of VMs,
storage resource in the form of blocks, file
systems, databases, etc., as well as com-
munication resources in the form band-
width. TaaS provides further provide man-
agement consoles or dashboards, APIs
(Application Programming Interfaces),
advanced security features for manual and
autonomic control and management of the
virtual resources. Typical examples are
Amazon EC2, Google Compute Engine,
and Rackspace Cloud Servers.

Platform as a Service (PaaS): PaaS pro-
viders offer a development platform (pro-
gramming environment, tools, etc.) that
allows Cloud consumers to develop Cloud
services and applications, as well as a de-
ployment platform that hosts those ser-
vices and applications, thus supports full
software lifecycle management. Examples
include Google App Engine and Windows
Azure platform.

Software as a Service (SaaS): Cloud
consumers release their applications on a
hosting environment fully managed and
controlled by SaaS Cloud providers and
the applications can be accessed through
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Internet from various clients (e.g., web
browser and smartphones). Examples are
Google Apps and Salesforce.com.

Virtualization Technologies

One of the main enabling technologies that paved
the way of Cloud Computing towards its extreme
success is virtualization. Clouds leverage various
virtualization technologies (e.g., machine, net-
work, and storage) to provide users an abstrac-
tion layer that provides a uniform and seamless
computing platform by hiding the underlying
hardware heterogeneity, geographic boundaries,
and internal management complexities (Zhang,
Cheng, & Boutaba, 2010). It is a promising tech-
nique by which resources of physical servers can
be abstracted and shared through partial or full
machine simulation by time-sharing and hardware
and software partitioning into multiple execution
environments each of which runs as complete and
isolated system. It allows dynamic sharing and
reconfiguration of physical resources in Cloud
Computing infrastructure that makes it possible to
run multiple applications in separate VMs having
different performance metrics. It is virtualization
that makes it possible for the Cloud providers to
improve utilization of physical servers through
VM multiplexing (Meng, Isci, Kephart, Zhang,
Bouillet, & Pendarakis, 2010) and multi-tenancy
(i.e. simultaneous sharing of physical resources of
the same server by multiple Cloud customers). It
also enables on-demand resource pooling through
which computing resources like CPU and memory,
and storage resources are provisioned to customers
only when needed (Kusic, Kephart, Hanson, Kan-
dasamy, & Jiang, 2009). This feature helps avoid
static resource allocation based on peak resource
demand characteristics. In short, virtualization
enables higher resource utilization, dynamic re-
source sharing, and better energy management,
as well as improves scalability, availability, and
reliability of Cloud resources and services (Buyya,
Broberg, & Goscinski, 2010).
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From architectural perspective, virtualization
approaches are categorized into the following
two types:

1. Hosted Architecture: The virtualization
layer is installed and run as an individual
application on top of an operating system
and supports the broadestrange of underlying
hardware configurations. Example of such
architecture includes VMware Workstation
and Player, and Oracle VM VirtualBox.

2.  Hypervisor-Based Architecture: The
virtualization layer, termed Hypervisor is
installed and run on bare hardware and re-
tains full control of the underlying physical
system. It is a piece of software that hosts
and manages the VMs onits Virtual Machine
Monitor (VMM) components (Figure 2).
The VMM implements the VM hardware
abstraction, and partitions and shares the
CPU, memory, and I/O devices to success-
fully virtualize the underlying physical
system. In this process, the Hypervisor
multiplexes the hardware resources among
the various running VMs in time and space
sharing manner, the way traditional operat-
ing system multiplexes hardware resources
among the various processes (Smith &
Nair, 2005). VMware ESXi and Xen Server
(Barham et al., 2003) are examples of this
kind of virtualization. Since Hypervisors
have direct access to the underlying hardware
resources rather than executing instructions
via operating systems as it is the case with
hosted virtualization, a hypervisor is much
more efficient than a hosted virtualization
system and provides greater performance,
scalability, and robustness.

Among the different processor architectures,
the Intel x86 architecture has been established as
the most successfully, widely adopted, and highly
inspiring. In this architecture, different privilege
level instructions are executed and controlled
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Figure 2. Hypervisor-based virtualization architecture
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through the four privilege rings: Ring 0, 1, 2, and
3, with O being the most privileged (Figure 3) in
order to manage access to the hardware resources.
Regular operating systems targeted to run over
bare-metal x86 machines assume full control of
the hardware resources and thus are placed in
Ring 0 so that they can have direct access to the
underlying hardware, while typical user level ap-
plications run at ring 0.

Virtualization of the x86 processor required
placing the virtualization layer between the operat-
ing system and the hardware so that VMs can be
created and managed that would share the same
physical resources. This means the virtualization
layer needs to be placed in Ring 0; however un-
modified operating systems assumes to be run in
the same Ring. Moreover, there are some sensitive
instructions that have different semantics when

Figure 3. The x86 processor privilege rings without virtualization
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they are not executed in Ring 0 and thus cannot
be effectively virtualized. As a consequence, the
industry and research community have come
up with the following three types of alternative
virtualization techniques:
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Full Virtualization: This type of virtualiza-
tion technique provides full abstraction of
the underlying hardware and facilitates the
creation of complete VMs in which guest
operating systems can execute. Full virtu-
alization is achieved through a combination
of binary translation and direct execution
techniques that allow the VMM to run in
Ring 0. The binary translation technique
translates the OS kernel level code with
alternative series of instructions in order to
substitute the non-virtualizable instructions
so that it has the intended effect on the vir-
tual hardware (Figure 4(a)). As for the user
level codes, they are executed directly on the
processor to achieve high performance. In
this way, the VMM provides the VM with
all the services of the physical machine like
virtual processor, memory, I/O devices,
BIOS, etc. This approach have the advantage
of providing total virtualization of the physi-
cal machine as the guest operating system
is fully abstracted and decoupled from the
underlying hardware separated by the vir-
tualization layer. This enables unmodified
operating systems and applications to run
on VMs, being completely unaware of the
virtualization. It also facilitates efficient
and simplified migration of applications
and workloads from one physical machine
to another. Moreover, full virtualization pro-
vides completeisolation of VMs thatensures
high level of security. VMware ESX Server
and Microsoft Virtual Server are examples
of full virtualization.

Paravirtualization: Different from the
binary translation technique of full virtu-
alization, Paravirtualization (also called

OS Assisted Virtualization) works through
the modification of the OS kernel code by
replacement of the non-virtualizable instruc-
tions with hypercalls that communicate
directly with the hypervisor virtualization
layer (Figure 4(b)). The hypervisor further
provides hypercall interfaces for special
kernel operations such as interrupt handling,
memory management, timer management,
etc. Thus, in paravirtualization each VM
is presented with an abstraction of the
hardware that is similar but not identical
to the underlying physical machine. Since
paravirtualization requires modification of
guest OSs, they are not fully un-aware of
the presence of the virtualization layer. The
primary advantage of paravirtualization tech-
nique is lower virtualization overhead over
full virtualization where binary translations
affect instruction executing performance.
However, this performance advantage is
dependent on the types of workload run-
ning on the VMs. Paravirtualization suffers
from poor compatibility and portability
issues since every guest OS running on it
top of paravirtualized machines needs to be
modified accordingly. For the samereason, it
causes significant maintenance and support
issues in production environments. Example
of paravirtualization is the open source
Xen project (Crosby & Brown, 2006) that
virtualizes the processor and memory using
a modified Linux kernel and virtualizes the
I/O subsystem using customized guest OS
device drivers.

Hardware Assisted Virtualization: In
response to the success and wide adapta-
tion of virtualization, hardware vendors
have come up with new hardware features
to help and simplify virtualization tech-
niques. Intel Virtualization Technology
(VT-x) and AMD-V are first generation
virtualization supports allow the VMM to
run in a new root mode below Ring 0 by
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Figure 4. Alternative virtualization techniques: (a) full virtualization through binary translation, (b)
paravirtualization, and (c) hardware assisted virtualization
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the introduction of a new CPU execution
mode. With this new hardware assisted
feature, privileged and critical system
calls are automatically trapped by the
hypervisor and the guest OS state is saved
in Virtual Machine Control Structures
(VT-x) or Virtual Machine Control Blocks
(AMD-V), removing the need for either
binary translation (full virtualization)
or paravirtualization (Figure 4 (c)). The
hardware assisted virtualization has the
benefit that unmodified guest OSs can
run directly and access to virtualized re-

(c)

sources without any need for modification
or emulation. With the help of the new
privilege level and new instructions, the
VMM can run at Ring -1 (between Ring
0 and hardware layer) allowing guest OS
to run at Ring 0. This reduces the VMM’s
burden of translating every privileged
instruction, and thus helps achieve better
performance compared to full virtualiza-
tion. The hardware assisted virtualization
requires explicit virtualization support
from the physical host processor, which
is available only to modern processors.
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Among the various virtualization systems,
VMware, Xen (Barham et al., 2003), and KVM
(Kernel-based Virtual Machine) (Kivity, Kamay,
Laor, Lublin, & Liguori, 2007) have proved to be
the most successful by combing features that make
them uniquely well suited for many important
applications:

e  VMware Inc. is the first company to offer
commercial virtualization technology. It
offers VMware vSphere (formerly VMware
Infrastructure 4) for computer hardware
virtualization that includes VMware
ESX and ESXi hypervisors that virtual-
ize the underlying hardware resources.
VMware vSphere also includes vCenter
Server that provides a centralized point for
management and configuration of IT re-
sources, VMotion for live migrating VMs,
and VMES that provides a high perfor-
mance cluster file system. VMware prod-
ucts support both full virtualization and
paravirtualization.

e  Xen Server is one of a few Linux hyper-
visors that support both full virtualiza-
tion and paravirtualization. Each guest OS
(termed Domain in Xen terminology) uses
a pre-configured share of the physical serv-
er. A privileged Domain called DomainQ
is a bare-bone OS that actually controls
physical hardware and is responsible for
the creation, management, migration, and
termination other VMs.

e  KVM also provides full virtualization with
the help of hardware virtualization sup-
port. It is a modification to the Linux ker-
nel that actually makes Linux into a hyper-
visor on inserting a KVM kernel module.
One of the most interesting KVM features
is that each guest OS running on it is actu-
ally executed in user space of the host sys-
tem. This approach makes each guest OS
look like a normal process to the underly-
ing host kernel.
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Virtual Machine Migration
Techniques

One of the most prominent features of the virtual-
ization system is the VM Live Migration (Clark et
al.,2005) which allows for the transfer of arunning
VM from one physical machine to another, with
little downtime of the services hosted by the VM.
It transfers the current working state and memory
of a VM across the network while itis still running.
Live migration has the advantage of transferring
a VM across machines without disconnecting the
clients from the services. Another approach for
VM migration is the Cold or Static VM Migration
(Takemura & Crawford, 2009) in which the VM to
be migrated is first shut down and a configuration
file is sent from the source machine to the desti-
nation machine. The same VM can be started on
the target machine by using the configuration file.
This is a much faster and easier way to migrate a
VM withnegligible increase in the network traffic;
however static VM migration incurs much higher
downtime compared to live migration. Because of
the obvious benefit of uninterrupted service and
much less VM download time, live migration has
been used as the most common VM migration
technique in the production data centers.

The process of live-migrating a VM is much
more complicated than just transferring the
memory pages of the VM from the source machine
to the destination machine. Since a running VM
can execute write instructions to memory pages in
the source machine during the memory copying
process, the new dirty pages must also be copied
to the destination. Thus, in order to ensure a con-
sistent state of the migrating VM, copying process
for all the dirty pages must be carried out until
the migration process is completed. Furthermore,
each active VM has its own share and access to the
physical resources such as storage, network, and
I/0 devices. As a result, the VM live migration
process needs to ensure that the corresponding
physical resources in the destination machine
must be attached to the migrated VM.
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Transferring VM memory from one machine
to another can be carried out in many different
ways. However, live migration techniques utilize
one or more of the following memory copying
phases (Clark et al., 2005):

e  Push Phase: The source host VMM pushes
(i.e. copies) certain memory pages across
the network to the destination host while the
VM is running. Consistency of VM’s execu-
tion state is ensured by resending any modi-
fied (i.e. dirty) pages during this process.

e  Stop-and-Copy Phase: The source host
VMM stops the running VM on certain
stop condition, copies all the memory pag-
es to the destination host, and a new VM
is started.

e  Pull Phase: The new VM runs in the des-
tination host and, if a page is accessed that
has not yet been copied, a page fault occurs
and this page is copied across the network
from the source host.

Performance of any VM live migration tech-
nique depends on the balance of the following
two temporal parameters:

1.  Total Migration Time: The duration be-
tween the time when the migrationisinitiated
and when the original VM may be discarded
after the new VM is started in the destina-
tion host. In short, the total time required to
move the VM between the physical hosts.

2. VM Downtime: The portion of the total
migration time when the VM is not running
in any of the hosts. During this time, the
hosted service would be unavailable and the
clients will experience service interruption.

Incorporating the above three phases of memo-
ry copying, several VM live migration techniques
are presented by the research communities with
tradeoffs between the total migration time and
VM downtime:

Pure Stop-and-Copy: The VM is shut
down at the source host, all the memory
pages are copied to the destination host,
and a new VM is started. This technique
is simple and, the total migration time is
relatively small compared to other tech-
niques and directly proportional to the size
of the active memory of the migrating VM.
However, the VM can experience high VM
downtime, subject to the memory size, and
as a result, this approach can be impracti-
cal for live services (Sapuntzakis, Chandra,
Pfaff, Chow, Lam, & Rosenblum, 2002).
Pure Demand-Migration: The VM at
the source host is shut down and essential
kernel data structures (CPU state, regis-
ters, etc.) are transferred to the destination
host using a short stop-and-copy phase.
The VM is then started in the destination
host. The remaining pages are transferred
across the network when they are first
referenced by the VM at the destination.
This approach has the advantage of much
shorter VM downtime; however the total
migration time is generally much longer
since the memory pages are transferred
on-demand upon page fault. Furthermore,
post-migration VM performance is likely
to be hampered substantially due to large
number of page faults and page transfers
across the network (Zayas, 1987).
Post-Copy Migration: Similar to the pure
demand-migration approach, the VM is
suspended at the source host, a minimal
VM kernel data structure (e.g., CPU ex-
ecution state, registers values, and non-
pageable memory) is transferred to the
destination host, and the VM is booted
up. Unlike of pure demand-migration, the
source VMM actively sends the remaining
memory pages to the destination host, an
activity termed pre-paging. When the run-
ning VM at the destination attempts to ac-
cess a page that is not copied yet, a page
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fault occurs (known as network faults) and
the faulted page is transferred from the
source host to the destination host over
the communication network. As in the
case of pure demand-migration, post-copy
migration suffers from VM performance
degradation due to on-demand page trans-
fer upon page fault. However, pre-paging
technique can help reduce the performance
degradation by adapting the page transmis-
sion order dynamically in response to the
network faults by pushing the pages near
the last page fault (Hines, Deshpande, &
Gopalan, 2009).

Pre-Copy Migration: Unlike the above
approaches, the VM continues running in
the source host while the VMM iteratively
transfers memory pages to the destination
host. Only after a substantial amount of
memory pages are copied, or a predefined
number of iterations are completed, or any
other terminating condition is met, the
VM is stopped at the source, the remain-
ing pages are transferred to the destination,
and the VM is restarted. Pre-copy migra-
tion has the obvious benefit of short stop-
and-copy phase since most of the memory
page would be copied to the destination by
this time. So, the VM downtime is com-
paratively much shorter than other live mi-
gration techniques, making this approach
suitable for live services. Furthermore,
pre-copy migration offers higher reliability
since it retains an up-to-date state of the
VM in the source machine during the mi-
gration process, an added advantage absent
in other migration approaches. However,
pre-copy migration can suffers from longer
total migration time since the same mem-
ory pages can be transmitted multiple time
in several rounds depending on page dirty
rate. For the same reason, it can generate
much higher network traffic compared to
other techniques (Clark et al., 2005).

Almost all the modern virtualization en-
vironments offers VM live migration feature,
including Xen Server, VMware ESX Server
(through VMotion (Nelson, Lim, & Hutchins,
2005)), KVM, Microsoft Hyper-V, Oracle VM
VirtualBox, and OpenVZ. A high level flow
chart of the logical steps followed during the
pre-copy migration technique implemented in
Xen Server is depicted in Figure 5 (Clark et al.,
2005). Focusing primarily on high reliability
against system failure, the Xen pre-copy migra-
tion takes a transactional approach between the
source and target hosts:

Stage 0 (Pre-Migration): Source host A has an
active VM to be migrated. The target host
B can be pre-selected in advance in order
to speed up future migrations through guar-
anteed resources required for the migration
process.

Stage 1 (Reservation): The request to migrate
the VM from source host A to target host
B is issued. Host B confirms that it has the
required resources and reserves a VM con-
tainer of that size. If host B fails to secure
enough resources, the migration request is
discarded and the VM runs on host A without
any changes.

Stage 2 (Iterative Pre-Copy): In the first itera-
tion, all the memory pages are transmitted
(i.e. copied) from host A to host B. In the
remaining iterations, only the pages that have
been modified during the previous iteration
are transmitted.

Stage 3 (Stop-and-Copy): The VM is shut
down in host A and all the network traffic
1s redirected to host B. Then, the critical
kernel data structures (e.g., CPU states and
registers) and the remaining dirty pages are
transmitted. At the end of this stage, the two
copies of the VM at both host A and B are
consistent; however, the copy at A is still
considered primary and is resumed in the
incident of failure.
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Figure 5. Stages of the pre-copy VM live migration technique

(Clark et al., 2005).
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Stage 4 (Commitment): Host B notifies host A
that it has a consistent VM image. Upon
receipt, host A sends the acknowledgment
message indicating the commitment of the
total migration transaction. After this point,
the original VM at host A can be abandoned
and host B is considered as the primary host
of the VM.

Stage 5 (Activation): Host B activates the
migrated VM. The post-migration code
runs in order to reattach the device driv-
ers at host B and advertise the moved IP
addresses.

Data Center Network Architectures

Modern data centers are built primarily accord-
ing to the generic multi-tier architecture (“Cisco
Data Center Infrastructure 2.5 Design Guide”,
2014). The most common network topologies
follow the three-tier architecture (Figure 6),
where each tier has specific responsibility and
goal in the design and traffic handling. In the
bottom tier, known as the Access Tier every
physical server is connected to one or two (in
case of redundancy to increase reliability) ac-
cess switches, in the Aggregation Tier, each
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access switch is connected to one or two ag-
gregation switches, and in the Core Tier each
aggregation switch is connected to more than
one core switches. The access switches pro-
vide the servers connectivity to other servers
and to the upper tiers, the aggregate switches
interconnects between the access switches and
enables localization of traffic among the serv-
ers, and finally, the core switches connects the
aggregation switches in such a way that there
exists connectivity among each pair of servers
and also includes gateways for the traffic to
communicate outside the data center.

In three-tier network architectures, the access
tier links are normally 1 Gigabit Ethernet (GE)
links. Although 10 GE transceivers are available
in the commodity market, they are not used for
the following reasons:

Figure 6. The three-tier network architecture
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aggregation switches and oversubscription ratio
for these switches is around 1.5:1. Therefore, the
available bandwidth for each server is reduced
to 277 Mb/s.

Though such network architectures have multi-
rooted forest topology at the physical level, because
of the extensive use of Virtual LANs (VLANs)and
Spanning Tree algorithm the network packets are
forwarded according to the logical layer-2 topol-
ogy. Such layer-2 logical topology always takes
the form of a tree, normally rooted at one of the
core switches.

Scalability issue of three-tier architecture
is normally addressed through scaling up each
individual switches by increasing their fan-outs,
not by the scaling out of the network topology.
For example, according to the Cisco Data Center
Infrastructure 2.5 Design Guide, the core tier can
have a maximum of 8 switches. Because of such
scalability issues regarding topology scaling, high
oversubscription ratio, as well as requirement
for flat address space, several recent research
endeavors produced complex network architec-
tures for the large scale modern data centers and
among these, the following are considered as the
standard-de-facto solutions:

1.  Fat-Tree: This is a three-tier architecture
based on bipartite graphs (Al-Fares et al.,
2008) and basic building block of this topol-
ogy is called pods which are collections of
access and aggregation switches connected
in a complete bipartite graph. Every pod is
connected to all the core switches; however
links that connect pods to core switches
are uniformly distributed between the ag-
gregation switches contained within the
pods. Such connection pattern results in a
new bipartite graph between aggregation
and core switches. In this topology, all the
switches need to have same number of ports.
The primary advantage of fat-tree topology
is that N°/4 paths are available to route the
traffic between any two servers.

VL2: Somewhat similar to fat-tree, VL2
(Greenberg et al., 2009) is also a three-tier
topology having a complete bipartite graph
between core and aggregation switches,
rather than between access and aggregation
switches. Moreover, access switch traffic
is forwarded through the aggregation and
core switches using valiant load balancing
techniques that forwards the traffic first to
a randomly selected core switch and then
back to the actual destination switch. The
advantage of such routing is that when traffic
isunpredictable, the best way to balance load
across all the available network links is to
forward the packets to a randomly selected
core switch as an intermediate destination.
PortLand: This is also a three-tier archi-
tecture that shares the same bipartite graph
feature with VL2, however at different levels
(Mysoreetal.,2009). It makes use of fat-tree
topologies (Leiserson, 1985) and uses the
conceptof pods. Such pods are collections of
access and aggregations switches that form
complete bipartite graphs. Furthermore, each
pod is connected to all the core switches, by
uniformly distributing the up-links between
the aggregation switches of the pod. As are-
sult, another level of bipartite graph is formed
between the pods and the core switches.
Portland requires that the number of ports
of all the switches is same. The number of
ports per switch is the only parameter that
determines the total number of pods in the
topology, and consequently the total number
of switches and hosts machines.

BCube: It is a multi-level network architec-
ture for the data center defined in arecursive
fashion (Guoetal.,2009). Host machines are
considered as part of the network architecture
and they forward packets on behalf of other
host machines. It is based on the generalized
hypercube architecture (Bhuyan & Agrawal,
1984) with the main difference that the
neighboring hosts instead of forming a full
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mesh network with each other, they connect
through switches. In a BCube topology, the
total number of connected hosts machines
and the total number of required switches
is a function of the total number of ports of
each switch.

Cloud Applications and Data
Center Traffic Patterns

With the increasing popularity of Cloud hosting
platforms (e.g., Amazon AWS and Microsoft
Azure) due to the benefits of pay-as-you-go busi-
ness model, high availability and reliability, as
well as extensive computing and storage services,
Cloud platforms are enjoying deployment of a
wide variety of composite applications, includ-
ing scientific applications, social networks, video
streaming, medical services, search engines and
web browsing, various content delivery applica-
tions, and so on (Chen et al., 2011; Huang, Yang,
Zhang, & Wu, 2012; Vaquero, Rodero-Merino,
Caceres, & Lindner, 2008). Such composite ap-
plications are generally composed of multiple
compute VMs backed by huge amount of data.
As more and more communication-intensive ap-
plications are being deployed in data centers, the
amount of inter-VM trafficis increasing with rapid
pace. Based on the dynamics on computational
and communicational requirements, the com-
monly deployed Cloud application workloads
are categories into the following three groups
(Kliazovich et al., 2013):

1. Data-Intensive Workloads: Such work-
loads require less computational resources,
but cause heavy data transfers. For example,
video file sharing where each user request
generates anew video streaming process. For
such applications, it is the interconnection
network that can be a bottleneck rather than
the computing power. In order to maintain
the application performance and respect the
SLAs, a continuous feedback mechanism
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need to be present between the network
devices (e.g. switches) and the centralized
workload scheduler or placement manager.
Based on feedbacks, the scheduler will decide
the placement of the workloads with consid-
eration of the run-time network status and
congestion levels of communication links.
In this way, placement of workloads over
congested network links can be avoided even
though corresponding servers have enough
computing capacity to accommodate the
workloads. As a result, data center traffic
demands can be distributed over the network
in a balanced way and minimize network
latency and average task completion time.

Computationally Intensive Workloads:
CIWs represent the High Performance
Computing (HPC) applications that are used
to solve advanced and computationally ex-
pensive problems. These applications require
very high amount of computing capacity, but
causes little data transfer over the commu-
nication network. Such applications can be
grouped together and placed in a minimum
number of computing servers through VM
consolidation mechanisms in order to save
energy. Because of low data traffic among
the VMs, there is very less probability of
network congestion and most of network
switches can be turned into lower power
states (e.g., in sleep mode) and thus help
reducing energy consumption in the data
center.

Balanced Workloads: Applications that
require both computing power and data
transfer among the computing nodes (i.e.
VMs) as represented by BWs. For example,
Geographic Information Systems (GISs)
need to transfer large volume of graphical
data as well as huge computing resources
to process these data. With this type of
workloads, the average compute server
load is proportional to the amount of data
volume transferred over the communication
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networks. VM placement and scheduling
policies for such application need to account
forboth current state of compute servers’ load
and traffic loads on the network switches
and links.

Since Cloud data centers host heterogeneous
services and application, communication patterns
exhibit wide spectrum of variations, ranging
from one-to-one and all-to-all traffic matrixes.
Based on trace analysis of network usage from
production data centers, the following trends of
network traffic are found to be pre-dominant
(Ersoz, Yousif, & Das, 2007; Kandula, Sengupta,
Greenberg, Patel, & Chaiken, 2009; Meng et
al., 2010):

1. Highly Non-Uniform Distribution of
Traffic Volume Among VMs: VMs run-
ning on servers exhibit uneven traffic volume
among themselves across different VMs.
The trace analysis reports show that 80%
of the VMs have relatively low traffic rate
(800Kbyte/min) over a period of two-weeks,
4% of the VMs have a rate ten times higher.
This concludes that the inter-VM traffic rate
varies significantly and it is quite hard for
the data center administration to estimate
the amount of inter-VM traffic accurately
and consistently.

2. Stable Inter-VM Traffic Volume: For a
long duration, the average inter-VM traf-
fic rate is found to be relatively stable
in spite of the highly skewed traffic rate
among VMs. The work of Meng et al.
(2010) shows that for the majority of the
VMs, the standard deviation of their traffic
rates is less than the double of the mean
of the traffic rates. This consistent traffic
volume among VMs implies that the run-
time communication patterns among the
VMs can be estimated and known a priory
from the users deploying the VMs in the
Clouds.

3. Weak Correlation between Traffic Rate
and Network Latency: Itis further reported
from the measurement-based study that
there is no any dependency or relationship
between inter-VM traffic volume and the
network distance between the servers hosting
the VMs. That means VM pairs with high
traffic rate do not necessarily correspond to
low latency and vice versa.

3. TAXONOMY AND SURVEY OF THE
NETWORK-AWARE VM PLACEMENT
AND MIGRATION TECHNIQUES

With the various intricacies of virtualization tech-
nologies, enormous scale of modern data centers,
and wide spectrum of hosted applications and
se