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Abstract
Sensor cloud is an integral component for smart computing infrastructure. Cloud servers are largely used to store and pro-
cess sensor data. For mission critical applications use of only wireless sensor network results in provisioning of service in 
a small area and the use of a long distant remote cloud servers increase delay that degrades the Quality of Service. Further, 
geospatial information differs over regions. Thus storing and processing the data of all regions inside the cloud data centres 
may not be efficient with respect to response time (latency), energy consumption etc., which are crucial factors for mission 
critical applications. To overcome these limitations, we propose multi-sensor geo-fog paradigm. We consider defense sector 
in our work as mission critical application. For energy optimized services with minimal delay fog computing has been used, 
where the intermediate devices process the data. The proposed paradigm will offer fast and energy-efficient processing of 
defense related sensor and geospatial data. A mathematical model of the paradigm is developed. The sensor and geospatial 
data processing and analysis take place inside the fog device. If abnormality is detected in the data or emergency situation 
occurs, then shortest path to the victim region is determined using intelligent K* heuristic search algorithm. The simulation 
results demonstrate that the proposed fog based network scenario reduces energy consumption, average jitter and average 
delay by 12–15%, 10–14% and 9–11% respectively than the cloud based network. The simulation results demonstrate that 
saving about 20% of resources increases the performance for priority user whereas the resource availability for the normal 
users is not compromised.

Keywords  Energy · Fog computing · Heuristic search · K* algorithm · Geospatial · Wireless sensor network

1  Introduction

Geospatial information refers to the data related to earth 
surface in terms of geographic coordinates. The storage and 
analysis of geospatial information and usage of the informa-
tion in real time scenario is a promising research area (Lim-
kar and Jha 2018; MacEachren et al. 2005). With the major 
advances of wireless technology, large amount of heterogene-
ous data related to geospatial information has been gathered 
by different organizations. By processing the geospatial data, 
meaningful information is obtained by the organizations. Fast 
and energy-efficient processing of this information along with 
privacy management is vital for mission critical applications. 
Defense sector is a mission critical application that requires 
fast processing of data, confidentiality, and prompt decision 
making. Defense organization of a country is a critical sector 
which seeks latest technological solutions in every aspect. 
Defense forces work in an environment which is neither 
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friendly nor stable. In a battlefield scenario, it is quite difficult 
to collect real time detailed information about the field. Use 
of wireless sensor network (WSN) for monitoring activities 
in remote and sensitive locations is well accepted. In conven-
tional sensor cloud computing architecture the data captured 
using sensor nodes are processed and stored inside the cloud 
servers (Misra et al. 2017; Madria et al. 2014; Wang et al. 
2016; Zhu et al. 2017; Sen and Madria 2017). But a drawback 
of WSN is that it is bound in a small area and the remote 
cloud servers increase the delay and energy consumption 
(Zhang et al. 2010; Gupta et al. 2017; Dastjerdi and Buyya 
2016). Hence use of remote cloud servers for processing and 
storage of defense related highly confidential data may suffer 
from increase in delay and energy consumption. The objec-
tive of this work is to introduce a novel paradigm that will 
provide fast processing and storage of defense related data 
in an energy-efficient manner. With adoption of fog comput-
ing (Gupta et al. 2017; Dastjerdi and Buyya 2016; Huang 
et al. 2016), the proposed model will focus on the processing 
and storage of defense sector related information of various 
geographical regions inside the fog devices of the respective 
regions. The proposed sensor-fog paradigm is designed for 
military tri-services which brings all the field activities of the 
forces namely: Army, Navy and Air. The proposed paradigm 
enhances the physical time detailed information of the arena 
and enriches the capability of resource allocation. The pro-
posed model aims to improve resource allocation for a prior-
ity user as well as a normal user, which helps the users for 
prompt decision making according to the real time situation.

1.1 � Motivation and contributions

In the existing sensor cloud-based model for defense sec-
tor the defense related information are stored and processed 
inside the cloud servers. WSN is used to capture the data of 
different objects and the collected data are processed and 
stored inside the cloud servers. However, if WSN is only 
used for military field, the benefits can be provided in a tiny 
area and the use of remote cloud servers enhances the delay 
and energy consumption that affects the Quality of Service 
(QoS). Moreover, the data of different geographical regions 
differ. Thus storing and processing the data of all regions 
within a centralised cloud computing environment may not 
be efficient with respect to response latency and energy con-
sumption. Our motivation is to introduce a new paradigm 
for defense sector that will offer fast and energy-efficient 
processing of defense related geospatial and sensor data.

To fulfil the objectives, the contributions of this paper 
are:

1.	 A multi-sensor fog computing based paradigm is pro-
posed for mission critical application. Here defense 

sector is considered as the mission critical application. 
In the proposed paradigm multiple sensor nodes col-
lect status of the environmental objects and geospatial 
information with respect to a particular geographical 
region. The fog device of the geographical region is 
used to process the sensor and geospatial data, which 
will reduce the delay and energy consumption over the 
remote cloud servers. The proposed paradigm is referred 
as multi-sensor geo-fog paradigm. Mathematical model 
of the proposed paradigm is developed.

2.	 After data processing inside the fog device, if any 
abnormality is detected or emergency situation arises, 
K* algorithm is used to find out the shortest path to the 
victim region.

3.	 The proposed network model is simulated in QualNet 
(Scalable Network Technologies 2018) to determine the 
throughput, delay, jitter and energy consumption of the 
proposed network scenario.

4.	 The proposed paradigm is simulated in iFogSim (Gupta 
et al. 2017) to evaluate the performance with respect to 
processor and memory utilization.

The rest of the paper is organised as follows: Sect. 2 pre-
sents the related work. Section 3 describes the proposed 
paradigm with the mathematical model. Section 4 presents 
an approach for calculation of delay and energy consump-
tion. Section 5 evaluates the performance of the proposed 
paradigm. Section 6 draws conclusions with future research 
direction.

2 � Related work

Geospatial information refers to the data related to a geo-
graphical place in terms of geographic coordinates (Limkar 
and Jha 2018; MacEachren et al. 2005). Geographic Infor-
mation System (GIS) is used to collect, store, process and 
analyze geospatial data. A geospatial object denotes single 
geographic property that is characterized by a geospatial con-
cept. To calculate the degree of potential semantic inter-oper-
ability between geospatial data semantic similarity is used. 
Semantics of geospatial objects and concepts are described 
by shape, size and location. The geospatial query placement, 
query scheduling and resource provisioning are important. 
Using Service Level Agreement Tree (SLA-Tree) a greedy 
scheduling algorithm has been discussed in Chi et al. (2011) 
that has focused on capacity planning, scheduling, and dis-
patching. The profit of each query varies according to the 
query response time. Usually geospatial information are 
stored, processed and analysed inside the remote cloud serv-
ers (Das et al. 2019). The sensor cloud paradigm also uses 
remote cloud servers to process and store sensor data (Misra 
et al. 2017; Madria et al. 2014; Wang et al. 2016; Zhu et al. 
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2017; Sen and Madria 2017). For health monitoring a sensor 
cloud paradigm has been discussed in Wang et al. (2016). A 
multi method data delivery for sensor cloud model has been 
discussed in Zhu et al. (2017). Attack graphs have been used 
for risk assessment in a sensor cloud network in Sen and 
Madria (2017). QoS provisioning for software defined fog 
computing using WSN has been discussed in Huang et al. 
(2016). A cloud computing based model for defense sector 
has been illustrated in Misra et al. (2016), where military tri-
services operations and decision making have been discussed. 
Deadline aware self-adaptive resource control system for 
military purpose has been developed in Xiang et al. (2013). 
An emotion aware system for military environment has been 
discussed in Lin et al. (2019). In this system a decision mak-
ing method has been proposed based on the emotions of the 
soldiers. For vital real time applications like defense sensor, 
which seek for fast processing of geospatial information and 
sensor data, remote cloud servers may not be a good option. 
In Ramasamy (2019) cognitive radio network has been used 
for emergency communication during disaster management. 
In Satyanarayanan et al. (2009), Mukherjee et al. (2016), Gai 
et al. (2016) the authors have discussed the use of cloudlets 
to reduce the delay and energy with respect to the cloud serv-
ers. Fog computing has come to enhance the QoS in terms of 
delay, energy etc. (Luan et al. 2015; Mukherjee et al. 2018). 
The use of fog computing in Internet of Things (IoT) has 
gained popularity (Dastjerdi and Buyya 2016; Chiang and 
Zhang 2016). The use of IoT in military sector has been dis-
cussed in Burmaoglu et al. (2019). The use of fog comput-
ing for health care system has been discussed (Kumari et al. 
2018; Mutlag et al. 2019; Ahmad et al. 2016; Rahmani et al. 
2018). The security issues in fog computing has been dis-
cussed in Zhang et al. (2018). The deployment of IoT applica-
tions using fog computing has been explored in Venticinque 
and Amato (2019). A mobile IoT device simulator has been 
designed in Kertesz et al. (2018). A cloud gateway has been 
also proposed to handle the devices for receiving, visualiz-
ing and processing sensor data coming from the mobile IoT 
device simulator in Kertesz et al. (2018). A fog computing 
based geospatial data infrastructure has been proposed for 
health care system in Barik et al. (2019). For diabetic patients 
a fog based health monitoring system has been proposed in 
Devarajan et al. (2019). The service placement in fog com-
puting has been discussed in Guerrero et al. (2019). Based 
on fog computing a congestion avoidance scheme has been 
proposed for Internet of Vehicles in Yaqoob et al. (2019). For 
energy-efficient smart building, fog based architecture has 
been proposed in De Paola et al. (2019), where reactive intel-
ligence and deliberative intelligence have been considered.

In our work, we propose a multi-sensor geo-fog comput-
ing paradigm for defense related sensor. Table 1 presents 
the novelty of the proposed paradigm with respect to the 
existing models on defense/military related application.

3 � Multi‑sensor geo‑fog paradigm 
for defense sector

The proposed four-layer multi-sensor geo-fog paradigm for 
defense sector is presented in Fig. 1a. The flow chart of 
the working model of the proposed paradigm is presented 
in Fig. 1b.

The major components of the proposed paradigm are:

(a)	 Sensor network,
(b)	 Sensor network director,
(c)	 Sensor fog organizer,
(d)	 Cloud servers.

In our paradigm there are multiple sensor network 
directors and sensor fog organizers located in different 
geographical regions. Layer 1 contains multiple sensor 
nodes which are connected with the sensor network direc-
tor of layer 2. Sensor network director is connected with 
sensor fog organizer of layer 3. Sensor fog organizer is 
connected with cloud servers of layer 4.

In our paradigm multiple sensor nodes, deployed in a 
particular geographical region, collect defense related sen-
sor data and geospatial data of that region, communicate 
with sensor network directors with respect to their loca-
tion. Sensor network director continuously gathers data 
from multiple sensors of layer 1 and provide services for 
the power management and security. Sensor network direc-
tor integrates the collected data from multiple sensors, and 
transmits the integrated sensor and geospatial data to the 
sensor fog organizer. The defense related sensor and geo-
spatial data offloading takes place to the sensor fog organ-
izer. The sensor fog organizer is connected to the cloud 
servers. The collected defense related sensor and geospa-
tial data of a particular geographical region are offloaded 
inside the sensor fog organizer of that region. The sensor 
fog organizer maintains the grouping of multiple sensor 
network directors. The resource virtualization takes place 
under them. Sensor fog organizer works as a connector 
between the sensor network director and cloud servers in 
a distributed manner. It is responsible for allocating, track-
ing and sharing of available resources. The working model 
of proposed paradigm is illustrated as follows.

•	 Defense data collection by sensor network The sensor 
nodes are attached with the objects to collect their sta-
tus, e.g. light sensor, gas sensor, motion sensor, infra-
red sensor, GPS sensor etc., in a particular geographi-
cal region. In defense sector infrared sensors are largely 
used. These sensors can measure heat of an object and 
its motion. In infrared sensor LM358 IC transmitter and 
receiver pair, resistors of kΩ, different registers and 
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Fig. 1   a Proposed four-layer multi-sensor geo-fog paradigm for defense sector. b A flowchart of the working model of proposed paradigm
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LED are used. There are two types of infrared sensors: 
thermal and quantum. Ultrasonic sensors are also used 
in defense. Ultrasonic sensors measure the reflection of 
moving object. When a voltage is applied to the sensor, it 
vibrates. Smart position sensors are also used in military 
sector. The GPS sensor is used to collect the geo-location 
information of the region. The sensor data collected by 
sensor nodes are transmitted to the sensor network direc-
tor of the geographical region.

•	 Data offloading to sensor fog organizer by sensor net-
work director The sensor network director forwards the 
collected defense related sensor data and geo-location 
information to the sensor fog organizer. The sensor fog 
organizer stores and processes the data. As the sensor fog 
organizer processes the data instead of the remote cloud 
servers, the propagation and communication delays are 
reduced. If any problem occurs, precautions can be taken 
promptly. As the geo-location information is collected, if 
any abnormality is detected in the collected sensor data 
after processing, the sensor fog organizer sends alert 
message to the victim region node using shortest path 
obtained using K* algorithm. If any disaster is detected 
after processing the data, based on the geo-location infor-
mation sensor fog organizer informs the health centres 
and voluntary organizations nearby the victim region to 
take necessary action for serving the victim region. The 
sensor fog organizer also sends a message to the cloud 
servers informing about the disaster along with the geo-
location information of the victim region. The cloud serv-
ers then inform the health centres and voluntary organi-
zations of different area about the victim region. Based 
on the geo-location information the health centres and 
voluntary organizations obtain shortest path to the victim 
region using K* algorithm. By following the shortest path 
they reach the victim region and take necessary action.

Faulty data detection using PCA In the proposed para-
digm there may be errors in the measured data. For faulty 
data detection we have used Principal Component Analysis 
(PCA) (Mnassri et al. 2009; Xie et al. 2011). PCA is a well-
known method that transforms the original space into sub-
space that preserves maximum variance of the original space 
in minimum number of dimensions. Let there are a sensors 
and b samples. Then the data matrix given as (Mnassri et al. 
2009; Xie et al. 2011), Xb×a ∈ ℜb×a . The data matrix is nor-
malized to zero mean and unit variance to obtain the stand-
ardized matrix denoted as Xb×a . The covariance matrix is 
generated and singular value decomposition is performed on 
the covariance matrix. The standardized matrix is projected 
into the principal component space and residual space, given 
as (Mnassri et al. 2009; Xie et al. 2011),

(1)Xb×a = X̂ + X̃,

where X̂ = Xb×aĈ and X̃ = Xb×aC̃ , and Ĉ is the projection 
matrix of the principal component space and C̃ is the projec-
tion matrix of the residual space. As X̃ contains measure-
ment noise, if a sensor node fails, the measurement data of 
residual space will increase. The sensor data fault detection 
is implemented in the subspace by the squared prediction 
error given as (Mnassri et al. 2009; Xie et al. 2011),

The control limit for squared prediction error is �2
SPE

 
that can be determined with its sample distribution. If 
SPE > 𝛿

2

SPE
 , then it means a data fault has occurred.

In the proposed paradigm, when an abnormal data is 
detected, then first it is verified whether any data fault has 
occurred or not. Here PCA is used for making the decision 
that whether the data is a faulty data or not. If it is not a 
faulty data, then the abnormality is detected as true and the 
sensor fog organizer sends alert message to the victim region 
node using shortest path obtained using K* algorithm.

3.1 � Mathematical model

The components of the proposed paradigm are mathemati-
cally defined as follows.

Sensor node set (S) S is a set of sensor nodes for defense 
data collection, defined as,

where n is the number of sensor nodes.
Event type set (E) Each sensor node detects a specific type 

of event. The event refers to the purpose for which the sensor 
is used, e.g. movement is the type for movement detector, 
light is the type for light sensor. The set denoting the event 
types sensed by all the sensors is defined as:

where n is the number of sensor nodes.

Definition 1  (Sensor node) A sensor node is defined as a 
set containing the ID of the node and the event type sensed 
by the node, given as {Si, Ei},where Si represents the unique 
ID of a sensor node and the event type that the sensor node 
Si detects is denoted by Ei, and 1 ≤ i ≤ n.

Sensor network director set (N) N is denoting the set of 
sensor network directors defined as,

where k is the number of sensor network directors.
Specification set of sensor network directors (Hn) The 

hardware related specifications for all sensor network direc-
tors is put in a set denoted by,

(2)SPE =
‖
‖
‖
C̃Xb×a

‖
‖
‖

2

.

S = {S1, S2,… , Sn},

E = {E1,E2,… ,En},

N = {N1,N2,… ,Nk},
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where k is the number of sensor network directors.
Spatial data set of sensor network directors (Gn) The 

geospatial data for all sensor network directors is put in a 
set denoted by,

where k is the number of sensor network directors.
Security schemes used in sensor network directors (Cn) 

The security schemes used in all sensor network directors is 
put in a set denoted by,

where k is the number of sensor network directors.

Definition 2  (Sensor network director) A sensor network 
director is defined as a set containing the ID, specifications, 
geospatial data, and security measures used, given as,

where Nj represents the unique ID of a sensor network direc-
tor, Hnj represents the hardware specifications of the sen-
sor network director, Gnj represents the geospatial data for 
the sensor network director, and Cnj represents the security 
scheme used in the sensor network director, and 1 ≤ j ≤ k.

The mapping from the sensor nodes of layer-1 to the 
sensor network director of layer-2 is many-to-one and it is 
denoted as,

where S′ is a set containing few sensor nodes, i.e. it is a 
subset of S, and Nj denotes a sensor network director. This 
represents multiple sensor nodes are mapped into a single 
sensor network director.

Sensor fog organizer set (F) F is denoting the set of sen-
sor fog organizers defined as,

where m is the number of sensor fog organizers.
Specification set of sensor fog organizers (Hf) The hard-

ware related specifications for all sensor fog organizers is 
put in a set denoted by,

where m is the number of sensor fog organizers.
Security schemes used in sensor fog organizers (Cf) The 

security schemes used in all sensor fog organizers is put in a 
set denoted by,

where m is the number of sensor fog organizers.

Hn = {Hn1,Hn2,… ,Hnk},

Gn = {Gn1,Gn2,… ,Gnk},

Cn = {Cn1,Cn2,… ,Cnk},

{Nj, Hnj, Gnj, Cnj},

M�
12
(.) ∶ S� → Nj,

F = {F1,F2,… ,Fm},

Hf = {Hf1,Hf2,… ,Hfm},

Cf = {Cf1, Cf2,… ,Cfm},

Definition 3  (Sensor fog organizer) A sensor fog organ-
izer is defined as a set containing the ID, specifications and 
security measures used, given as,

where Fl represents the unique ID of a sensor fog organizer, 
Hfl represents the hardware specifications of the sensor fog 
organizer, and Cfl represents the security scheme used in the 
sensor fog organizer, and 1 ≤ l ≤ m.

The mapping from the sensor network director of layer-2 
to the sensor fog organizer of layer-3 is many-to-one and it is 
denoted as,

where N′ is a set containing few sensor network directors, i.e. 
it is a subset of N, and Fl denotes a sensor fog organizer. This 
represents multiple sensor network directors are mapped into 
a single sensor fog organizer.

Cloud computing instance set (C) C is denoting the set of 
cloud computing instances given as,

where r is the number of cloud computing instances.

Definition 4  (Cloud computing instance) A cloud comput-
ing instance at cloud servers’ layer is defined as, {Cq, {Pq}} 
where, Cq is the cloud component ID, {Pq} denotes the set 
of the processing unit IDs of all the essential cloud servers 
of the instance Cq, and 1 ≤ q ≤ r.

The mapping from sensor fog organizer at layer-3 to cloud 
computing instance at layer-4 is many-to-many and it is 
denoted as:

where F′ is a set containing few sensor fog organizers, i.e. it 
is a subset of F and C′ is a set containing few cloud comput-
ing instances, i.e. it is a subset of C. This represents multiple 
sensor fog organizers are mapped into multiple cloud com-
puting instances.

Memory utilization The memory utilization is given as,

where Memused and Memavailable denotes the amount of used 
memory and available memory respectively.

CPU utilization The CPU utilization is given as,

where CPUactive and CPUidle denotes the active time period 
and idle time period of the CPU respectively.

{Fl, Hfl, Cfl},

M�
23
(.) ∶ N�

→ Fl,

C = {C1,C2,… ,Cr},

M�
34
(.) ∶ F�

→ C�,

Memut =
Memused

Memavailable

,

CPUut =
CPUactive

CPUidle + CPUactive

,
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In the mathematical model, we have discussed the map-
ping between the components of different layers. In the 
simulation, we implement the same in iFogSim (Gupta 
et al. 2017). We have used Netbeans IDE for implementing 
iFogSim. In our simulation classes are created in iFogSim 
using Java language. The topology for the proposed para-
digm is created. It displays the multiple application mod-
ules which are formed and endorsed to run on dissimilar 
physical setup. We first create a physical object and then 
simulate our proposed paradigm. The created topology is 
presented in Fig. 2.

As observed from Fig. 2 the sensor nodes are placed in 
layer 1. The sensor nodes collect respective object status in 
the environment and transmit the information to the sensor 
network director in layer 2. Sensor may be homogeneous, 
heterogeneous, single or multi-dimensional. In layer 2 we 
have sensor network director. The sensor network director 
continuously gathers data from the sensors and provides 
services for the power management and security. The sen-
sor network director sends the collected data to the sensor 
fog organizer in layer 3. The sensor fog organizer main-
tains the grouping of multiple sensor network directors and 
resource virtualization. It acts as a connector between the 
sensor network director and cloud in a distributed man-
ner. Receiving the request from an application manager 
or user, it allocates the resources and also responsible for 
tracking and sharing of available resources. The sensor and 

geospatial data processing is performed by the sensor fog 
organizer. Layer 4 contains the cloud.

As we can observe from Fig. 2, multiple sensor nodes of 
layer 1 are mapped into one sensor network director in layer 
2, i.e. the mapping is many-to-one. We have four subsets 
of sensor nodes. Each subset is mapped to a single sensor 
network director. We also observe multiple sensor network 
directors of layer 2 are mapped into one sensor fog organizer 
in layer 3, i.e. the mapping is many-to -one. We have two 
subsets of sensor network directors. Each subset is mapped 
to a single sensor fog organizer. Two sensor fog organiz-
ers are connected with the cloud in layer 4, which contains 
multiple cloud instances. Therefore the mapping is many-
to-many. The CPU and memory utilization in case of the 
proposed paradigm is presented in Fig. 3. For the demand of 
urgency and privacy the priority resolver is used to deliver 
the priority request.

In Fig. 4 the percentage of Virtual Machine (VM) access 
without delay with respect to the normal and priority users 
are presented. By the term VM access without delay refers 
to that when a request arrives for VM allocation, without 
delaying the request is granted. However during VM allo-
cation some latency will obviously be consumed. This is 
observed from Fig. 4 that if fog computing is used then the 
VM access without delay is achieved if approximately 20% 
resources are reserved for priority user. However, if cloud 
based paradigm Mils-Cloud (Misra et al. 2016) is used, the 

Fig. 2   Created topology of the proposed multi-sensor geo-fog paradigm in iFogSim
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VM access without delay is achieved if approximately 30% 
resources are reserved for priority users.

Hence, this is observed that reserving lesser resources in 
fog based paradigm access to VM can be provided without 
delay that leads to reduction in resource wastage.

3.2 � Security mechanism

Defense sector data is very confidential for a country. Unau-
thorized access and tamper to such information will be 
harmful. Storing of such confidential information inside the 
remote cloud servers may compromise with data privacy. 
The security issues in fog computing has been explored in 
Zhang et al. (2018). Use of fog device for storing such sensi-
tive data adds an extra layer of security in terms of data pri-
vacy (Kumari et al. 2018). However, as sensor fog organizer 

stores and processes the data, security mechanism should be 
implemented. Elliptic Curve Cryptography (ECC) (Alow-
olodu et al. 2013), Hierarchical Identity Based Cryptography 
(HIBC) (Yan et al. 2009), Keyed-Hash Message Authentica-
tion Code (HMAC)-Secure Hash Algorithm (SHA) (Michail 
et al. 2004), Triple Data Encryption Standard (Triple DES) 
based Cipher Block Chaining (CBC) and Advanced Encryp-
tion Standard (AES) based Cipher Block Chaining (CBC) 
(Stark et al. 2009) can be used for data security, described 
as follows:

•	 As the proposed paradigm is a layered paradigm, for 
securing fog computing services HIBC can be used. In 
HIBC at different layer Private Key Generator (PKG) is 
used. The root PKG hands over private key generation 
and identity authentication to lower layer PKGs. The root 

Fig. 3   CPU and memory utilization during simulation
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PKG generates private keys for immediate lower layer 
PKGs, which in turn generate PKGs for their lower lev-
els. The private key transmission and authentication are 
performed locally. However, instead of HIBC, ECC can 
also be used for securing fog computing services.

•	 For securing data storage inside the sensor fog organ-
izer ECC can be used. ECC is a public key cryptogra-
phy method that generates key using an elliptic curve 
equation. An elliptic curve over a finite field is given as, 
y2 = x3 + cx + d , that contains points which satisfy the 
equation and a point at infinity. For using ECC, the par-
ties should agree on all elements which define the curve, 
e.g. the domain parameters. However, for securing data 
storage homomorphic encryption (Ahmad et al. 2016) 
can be used. In homomorphic encryption a specific alge-
braic operation is performed on the plain text data, which 
is equivalent to a different algebraic operation performed 
on the cipher text.

•	 For security during data transmission Triple DES-CBC, 
HMAC-SHA or AES-CBC can be used. Triple DES 
(3-EDS) is private key cryptographic algorithm which 
uses DES three times on each data block. 3-EDS uses 
three DES keys each of 56 bits. AES is based on substi-
tution-permutation principle. AES uses key size of 128, 
192 or 256 bits. HMAC is a message authentication code 
that uses a cryptographic hash function and a secret key. 
It is used for data integrity and message authentication. 
Cryptographic hash function like SHA256 or SHA3 can 
be used in the calculation of HMAC and then it is called 
as HMAC-SHA256 or HMAC-SHA3 (Ravilla and Putta 
2015; Naito and Wang 2016).

3.3 � Shortest path algorithm

In the proposed paradigm the sensor data and geospatial 
data processing is performed inside the sensor fog organizer. 
After the data processing if any abnormality is detected, then 
an immediate action will be required from the defense sector 
to inform the victim region. As the geospatial information 
processing and analysis takes place inside the sensor fog 
organizer, a shortest path for communication from the sensor 
fog organizer to the victim region node will be required. We 
have used artificial intelligence to find the shortest path. Our 
paradigm uses a heuristic search algorithm which will find 
the shortest path. K* (Aljazzar and Leue 2011) is heuristic 
search algorithm, which is used for finding shortest path 
between the source (a) and target (b) nodes. The advantages 
of K* algorithm are:

•	 K* avoids exploring and processing of entire problem 
graph G, whereas it partially generates and processes 
graph portions according to the requirement.

•	 K* uses the advantage of heuristic search, that improves 
memory and runtime. K* has an asymptotic worst case 
complexity of O(e + vlogv + k) with respect to space and 
time both (Aljazzar and Leue 2011), where the number 
of vertices and edges are denoted by v and e respectively.

In K* algorithm, A* search is executed in a graph G and 
Dijkstra’s algorithm is used to search in P(G) in an interleaved 
manner. First A* is executed on G until the target vertex b is 
selected for the purpose of expansion. After that Dijkstra’s 
algorithm is executed on the available portion of P(G). If k 
shortest paths are found using Dijkstra’s algorithm, then K* 
successfully terminates. Otherwise to explore bigger portion 
of the graph G, A* resumes execution. This will grow P(G), 

Fig. 4   VM access without delay 
(%) for priority user and normal 
user in proposed fog based para-
digm and existing cloud based 
paradigm



3165An energy‑aware multi‑sensor geo‑fog paradigm for mission critical applications﻿	

1 3

which is used by Dijkstra’s algorithm afterwards. This process 
is repeated until Dijkstra’s algorithm finds k shortest paths. 
Now the time complexity of Dijkstra’s algorithm is O(V2) 
(Arslan and Manguoglu 2018). However, in our paradigm we 
need an algorithm that will find shortest path for arbitrarily 
distributed larger graphs in sub-linear time. Hence instead 
of using Dijkstra’s algorithm, we use ∆-stepping algorithm 

(Arslan and Manguoglu 2018; Meyer and Sanders 2003) in 
the K*. The ∆-stepping algorithm has time complexity of O(
log3|V|/loglog|V|) (Arslan and Manguoglu 2018; Meyer and 
Sanders 2003). The K* algorithm (Aljazzar and Leue 2011) 
based on A* and ∆-stepping is stated in Algorithm 1. The 
∆-stepping algorithm (Arslan and Manguoglu 2018; Meyer 
and Sanders 2003) is stated in Algorithm 2.
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Using this algorithm the shortest path from the sensor fog 
organizer node to the victim region node is found and the 
alert message is sent to the node if abnormality is detected 
after processing the defense related sensor data of a region. 
After receiving the message, the defense sector admin at 
the victim region will take necessary action to protect the 
region. As in the proposed paradigm K* heuristic search 
algorithm is used to find the shortest path, the proposed 
multi-sensor geo-fog paradigm is referred as an intelligent 
paradigm.

3.3.1 � Shortest path to victim zone during disaster 
management

The sensor fog organizer has the geospatial information of a 
geographical region along with the sensor data. When a dis-
aster is detected from the collected sensor data after process-
ing, the sensor fog organizer sends a message to the cloud 
servers along with the geo-location information of the victim 
region. The sensor fog organizer also sends messages to the 
voluntary organizations and the health care centres nearby 
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the victim region, so that they can provide the preliminary 
support. The cloud servers when receives a message from the 
sensor fog organizer regarding disaster in an area, the cloud 
servers send multicast message to different supporting organ-
izations and health centres. In such situation providing faster 
service is a promising issue. For this purpose it is required to 
find out the shortest path for travelling from the supporting 
agency to the victim region. From the geospatial information 
the location of the victim region is determined and using K* 
algorithm shortest paths from the supporting organizations 
and health centres to the victim region are found. The per-
sonnel from the supporting organizations and health centres 
reach the affected region following the shortest path.

4 � Delay and energy consumption 
of proposed paradigm

The mathematical notations used for determining the delay 
and energy consumption in the proposed paradigm are listed 
in Table 2.

4.1 � Delay calculation

The delay for sensor data collection is given as,

The delay for geospatial data collection is given by,

The delay for data transmission from sensor nodes to sen-
sor network director is given by,

The delay for data transmission from geospatial data col-
lecting node to sensor network director is given by,

The delay for data transmission from sensor network 
director to sensor fog organizer is given by,

The data processing delay inside the sensor fog organizer 
is given as,

(3)Ds =
ds

dsc
.

(4)Dgs =
dgs

dgsc
.

(5)Ds_tr = (1 + fs_snd)
ds

Rs_snd

.

(6)Dgs_tr = (1 + fgs_snd)
dgs

Rgs_snd

.

(7)Dsnd_sfo = (1 + fsnd_sfo)
ds + dgs

Rsnd_sfo

.

The delay for data transmission from sensor fog organizer 
to the cloud servers is given as,

The propagation delay is given as,

The delay for the proposed paradigm is obtained by sum-
ming up Eqs. (3)–(10) as follows,

4.2 � Energy consumption calculation

The energy consumption for data collection by sensor nodes 
is given as,

The energy consumption for data collection by geospatial 
data collecting node is given by,

The energy consumption for data transmission from sen-
sor nodes to sensor network director is given by,

The energy consumption for data transmission from geo-
spatial data collecting node to sensor network director is 
given by,

The energy consumption for data transmission from sen-
sor network director to sensor fog organizer is given by,

The energy consumption for data processing inside the 
sensor fog organizer is given as,

The energy consumption for data transmission from sen-
sor fog organizer to the cloud servers is given as,

The energy consumption during propagation is given as,

(8)Dproc_sfo =
ds + dgs

Spsfo
.

(9)Dsfo_cld = pcl(1 + fsfo_cld)
dsfo_cld

Rsfo_cld

.

(10)
Dprop =

(
dis_snd

c
+

digs_snd

c
+

disnd_sfo

c

)

+ pcl ⋅
disfo_cld

c
.

(11)
Ddef = Ds + Dgs + Ds_tr + Dgs_tr + Dsnd_sfo

+ Dproc_sfo + Dsfo_cld + Dprop.

(12)Es = Ds ⋅ ec.

(13)Egs = Dgs ⋅ egc.

(14)Es_tr = Ds_tr ⋅ et.

(15)Egs_tr = Dgs_tr ⋅ egt.

(16)Esnd_sfo = Dsnd_sfo ⋅ esndt.

(17)Eproc_sfo = Dproc_sfo ⋅ esfop.

(18)Esfo_cld = Dsfo_cld ⋅ esfot.
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The energy consumption for the proposed paradigm is 
obtained by summing up Eqs. (12) to (19) as follows,

5 � Performance evaluation

In this section, we analyse the performance of the proposed 
paradigm based on theoretical results obtained using MAT-
LAB and simulation results obtained using QualNet (Scal-
able Network Technologies 2018).

(19)

Eprop =

(
dis_snd ⋅ es

c
+

digs_snd ⋅ es

c
+

disnd_sfo ⋅ esnd

c

)

+ pcl ⋅
disfo_cld ⋅ esfo

c
.

(20)
Edef = Es + Egs + Es_tr + Egs_tr + Esnd_sfo + Eproc_sfo + Esfo_cld + Eprop.

5.1 � Theoretical analysis

We have used MATLAB 2015 for the theoretical analysis. 
The amount of data collected, transmitted and processed 
in considered 100–1000 MB.

Figure 5 presents the delay of the proposed fog comput-
ing based paradigm for defense sector calculated using 
Eq. (11) and in the existing cloud based paradigm Mils-
Cloud for military tri-services. The data collection, trans-
mission, processing and propagation delays are summed 
up to calculate the total delay. The delay is measured in 
second (s).

In the proposed paradigm as the sensor fog organizer per-
forms the data processing, the data transmission and propa-
gation delays are reduced. Consequently the total delay is 
decreased. With respect to the existing cloud based para-
digm Mils-Cloud (Misra et al. 2016), the proposed paradigm 

Table 2   List of mathematical notations used for delay and energy calculation

Parameter Definition

dsc Sensor data collection per unit time
dgsc Geospatial data collection per unit time
ds Collected sensor data
dgs Collected geospatial data
dsfo_cld Data amount transmitted from sensor fog organizer to cloud servers
Rs_snd Data amount transmission from sensor nodes to sensor network director per unit time
Rgs_snd Data amount transmission from geospatial data collecting node to sensor network director per unit time
Rsnd_sfo Data amount transmission from sensor network director to sensor fog organizer per unit time
Rsfo_cld Data amount transmission from sensor fog organizer to cloud servers per unit time
fs_snd Link failure rate during data transmission from sensor node to sensor network director
fgs_snd Link failure rate during geospatial data transmission from geospatial data collecting node to sensor 

network director
fsnd_sfo Link failure rate during data transmission from sensor network director to sensor fog organizer
fsfo_cld Link failure rate during data transmission from sensor fog organizer to cloud servers
Spsfo Data processing speed of sensor fog organizer
dis_snd Distance between sensor node and sensor network director
digs_snd Distance between geospatial data collecting node and sensor network director
disnd_sfo Distance between sensor network director and sensor fog organizer
disfo_cld Distance between sensor fog organizer and cloud servers
c Propagation speed
pcl Probability of sending data to cloud servers
et Energy consumption for data transmission by sensor nodes per unit time
ec Energy consumption of sensor nodes per unit time during data collection
egt Energy consumption of geospatial data collecting node for data transmission per unit time
egc Energy consumption of geospatial data collecting node per unit time during data collection
esndt Energy consumption of sensor network director for data transmission per unit time
esfot Energy consumption of sensor fog organizer for data transmission per unit time
esfop Energy consumption of sensor fog organizer for data processing per unit time
es Energy consumption of a node per unit time during propagation period
esnd Energy consumption of sensor network director per unit time during propagation period
esfo Energy consumption of sensor fog organizer per unit time during propagation period
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reduces the delay by approximately 40–43%, as observed 
from Fig. 5.

Figure 6 presents the energy consumption of proposed 
fog based paradigm calculated using Eq. (20) and exist-
ing cloud based paradigm for defense sector. The energy 
consumption during data collection, transmission, pro-
cessing and propagation, are summed up to calculate the 
total energy consumption of the paradigm. The energy 
consumption is measured in Joule.

Figure 6 illustrates that the proposed paradigm has 
59–62% less energy consumption than the cloud based par-
adigm for defense sector. Use of the sensor fog organizer 

for data processing and storage instead of the cloud servers 
saves energy. Thus we can refer the proposed multi-sensor 
geo-fog paradigm as an energy-efficient paradigm.

5.2 � Simulation results

We created the proposed multi-sensor geo-fog network 
scenario in QualNet (Version 7) (Scalable Network Tech-
nologies 2018). The simulation parameters are defined in 
Table 3. Figure 7 presents the proposed network scenario 
created using QualNet. We have considered two sensor 

Fig. 5   Delay of the proposed 
fog based paradigm for defense 
sector and existing cloud based 
paradigm for military tri-
services

Fig. 6   Energy consumption of 
the proposed fog based para-
digm and existing cloud based 
paradigm for defense sector
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network directors and one sensor fog organizer. Under 
each sensor network director four sensors including GPS 
are placed. Sensors 1 (node 1), 2 (node 2), 3 (node 3) 
and 4 (node 4) are placed under sensor network director 
1 (node 5). Sensors 5 (node 6), 6 (node 7), 7 (node 8) 
and 8 (node 9) are placed under sensor network director 
2 (node 10). These two sensor network directors are con-
nected with sensor fog organizer (node 11), which is con-
nected with the cloud server (node 12). The performance 
of the proposed paradigm has been analyzed with respect 
to throughput, delay, jitter, and energy consumption. The 
simulation time has been considered 600 s. The size of 
data item has been assumed 4096–20,480 bits and number 
of data items sent between consecutive nodes has been 
assumed 100.

5.3 � Throughput of network

Throughput is the rate of successful message delivery over 
a network, and it has been measured in bits per second. The 
throughput of the network in case of our proposed paradigm 
is 50,000–25,000 bits/s approximately for the considered 
parameter values. Figure 8 presents the throughput of the 
proposed network scenario.

5.4 � Average delay of network

Figure 9 presents the average delay of the proposed multi-
sensor geo-fog network and sensor cloud network scenarios 
for defense sector and the delay has been measured in sec-
ond. The delay is the time required by the data to travel from 
the sending node to the receiving node.

From the simulation results it is observed that in proposed 
fog based network and in cloud based network the average 
delay are approximately 0.015–0.019 s and 0.016–0.021 s 
respectively for the considered parameter values. Thus it 
is illustrated that the proposed fog based network scenario 
reduces the average delay by approximately 9–11% than the 
cloud based network scenario.

5.5 � Average jitter in network

Figure 10 presents the average jitter of the proposed multi-
sensor geo-fog network and sensor cloud network scenarios 
for defense sector and the jitter has been measured in second. 
The jitter is the difference between the delay in transmission 
of the current and previous packets.

From the simulation results, it can be observed that in 
proposed fog based network and in cloud based network 
for defense sector the average jitter are approximately 
0.006–0.01 s and 0.0065–0.011 s respectively for the con-
sidered parameter values. Thus it is illustrated that the pro-
posed fog based network scenario reduces the average jitter 

by approximately 10–14% than the cloud based network 
scenario.

5.6 � Energy consumption of network

Figure 11 presents the energy consumption of the proposed 
multi-sensor geo-fog network and sensor cloud network and the 
energy consumption is measured in milliwatthour. The energy 
consumption of the nodes in transmit and receive modes are 
summed up to determine the total energy consumption.

From the simulation results it is observed that in proposed 
fog based network and in cloud based network for defense sec-
tor the energy consumption are approximately 0.85–1.81 mWh 
and 1.01–2.06 mWh respectively for the considered parameter 
values. Thus it is illustrated that the proposed fog based network 
scenario reduces the energy consumption by approximately 
12–15% than the cloud based network scenario.

5.7 � Inference from the simulation results

From the results, we observe that the proposed paradigm 
will provide:

•	 Approximately 9–11% less delay than the cloud based 
scenario for defense sector.

•	 Approximately 10–14% less jitter than the cloud based 
scenario for defense sector.

•	 Approximately 12–15% less energy consumption than 
the cloud based scenario for defense sector.

Thus we can conclude that the proposed fog based para-
digm for defense sector reduces delay, jitter, and energy con-
sumption than the existing cloud based paradigm.

Table 3   List of parameters used in simulation

Layer Parameter Value

Physical layer Radio type used 802.11b radio
Antenna model used Omni directional
Packet reception model used PHY 802.11b
Noise Factor 10.0
Temperature 290.0 K

MAC layer MAC protocol 802.11
Network layer Network protocol IPV4
Transport layer Buffer size for data transmis-

sion and reception
For sensor node: 

1024 bytes
For sensor net-

work director: 
4096 bytes

For sensor fog 
organizer: 
8192 bytes

For cloud server: 
16,384 bytes
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6 � Conclusions and future work

In a geographical region sensor and geospatial data are col-
lected, and processed inside the fog device of the respective 
region. After processing if any abnormality is detected in the 

data or emergency situation occurs, then shortest path to the 
victim region is determined using intelligent K* heuristic 
search algorithm, where A* and ∆-stepping algorithm are 
used. The mathematical model of the proposed paradigm 
is developed. Use of the fog device for data storage and 

Fig. 7   a Simulation scenario of proposed multi-sensor geo-fog network for defense sector. b Simulated multi-sensor geo-fog network for defense 
sector during execution
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processing for a particular region instead of sharing data 
over the cloud servers reduces energy and delay. The pro-
posed network scenario is simulated in QulaNet. The simu-
lation results present that using the proposed fog based net-
work scenario average delay, jitter and energy consumption 
are reduced by 9–11%, 10–14% and 12–15% respectively 
than the cloud based network. Thus we can conclude that the 
proposed paradigm is energy-efficient. The proposed para-
digm is simulated in iFogSim and its performance is evalu-
ated based on CPU, memory utilization and access to VM 
without delay for prioritized and normal users. The simula-
tion result shows that reserving around 20% of resources 
increases performance of the proposed paradigm to the pri-
ority user and availability of the normal user is also not com-
promised. In our paradigm the fog device plays the key role 
in the storage and processing of geospatial data. However, 
as different regions are considered, the collaboration of the 
fog and edge devices of adjacent regions can also take an 
important role to make the decision making faster in emer-
gency situation. Hence, collaboration between edge and fog 
devices of different regions is a promising future scope of 
the proposed paradigm.
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