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Abstract 
 

This paper proposes a novel approach for 
increasing the scalability and reliability of self-
organizing Grids comprising a large number of mobile 
Grid services and one or more mobile users. The 
devices hosting these Grid services are placed on live 
animals. The Grid services provide access to the 
sensors monitoring the animals’ behavior. Each of 
them has a state containing the collected 
measurements. The increased scalability is achieved 
by application of a multi-hop routing protocol based 
on Distributed Hash Tables (DHTs). The reliability 
and availability of the state associated with Grid 
services is improved by exploiting the awareness of the 
underlying DHT routing to replicate the state data. In 
this paper we propose our approach and present a 
protocol based on our concept of state replication. We 
then prove the correctness of our approach by an 
extensive simulation comparing its performance with 
existing solutions. 
 
 
1. Introduction 
 

The recent development of mobile network 
technologies together with increasing availability of 
fast, energy efficient microcontrollers and high 
capacity batteries offer numerous incentives for 
scientist doing field research involving monitoring of 
wild or domestic animals [1]. Providing scientists with 
access to field instruments opens new areas for the 
Grid technologies. However the mobility of users and 
instruments puts numerous challenges in front of the 
current Grid middleware which in most cases is meant 
to be deployed on the fixed network infrastructure.  

In this paper we are interested in a scenario with 
Grid services put on wild or domestic animals and one 
or more mobile users. These services provide access to 
sensors monitoring animals’ activity and are connected 
over radio communication. The collected 
measurements become a dynamically changing state of 
the Grid services. The major challenges include a large 
number of network nodes, limited range of their 
transceivers, their limited power and possible 
dispersion on a large area.  

As we proved in [2], to provide a mobile user with 
an access to services behind the range of her radio 
transceiver we have to use the multi-hop 
communication. We need a communication protocol 
fulfilling the following requirements: (1) scalability to 
the extent of tens or even hundreds of Grid services, 
(2) self organization to handle the constantly changing 
network topology, (3) high reliability, (4) availability 
of state of Grid services, being temporarily out of 
range of multi-hop communication. 

The most typical solution for providing self-
organization and multi-hop communication in the 
mobile ad-hoc networks (MANETs) are multi-hop 
routing protocols like DSR [3], AODV [4], DSDV [5], 
TORA [6]. Unfortunately they do not provide 
sufficient scalability to support large network 
topologies [7].  

The solution for providing self-organization and 
scalability are distributed hash tables (DHTs) like 
Chord [8], CAN [9] and Pastry [10] but in their 
original form they are targeted at fixed wired 
networks. The recent proposal for adapting Pastry for 
MANET environment, Ekta [11], is a cross layer 
system ranging from the network layer to the 
application layer where it exposes the DHT application 
programmer interface (API).  



Our simulation shows that Ekta does not provide 
sufficient reliability for our scenario and does not 
address the problem of partial interconnectivity. The 
current approach for dealing with partial 
interconnectivity is Epidemic Routing [12, 13], which 
is not sufficient for us as we require more instant 
access to data than it can provide. We cannot use any 
existing solution based on exploring mobility [14, 15] 
as we cannot enforce any controlled mobility pattern 
on the monitored animals. Our solution is to support 
Ekta with an adapted data replication initially used in 
the PAST file storage system [10]. 

This paper proposes using Ekta for increasing 
scalability of the self-organizing Grid comprising a 
large number of mobile Grid services and one or more 
mobile users. We improve the reliability achieved in 
this approach and address the problem of partial 
interconnectivity by providing routing aware data 
replication. We propose a novel state retrieval and 
replication protocol built on top of Ekta using our 
approach. 
 
2. Background 
 

Since our study concentrates on using Ekta [11] as a 
routing protocol and adapting the replication strategy 
from PAST [16], which is a system based on Pastry 
[10] it is relevant to give a brief overview of Pastry, 
the PAST’s replication strategy and Ekta. 
 
2.1. Pastry 
 

Pastry [10] is one of several application-level DHT 
routing protocols designed for wired networks. In a 
Pastry network each node has a unique 128-bit id and 
every routed message has an associated 128-bit key. 
The objective of Pastry is to route the message to a 
node with an id numerically closest to the key 
associated with the message. 

In a Pastry network comprising N nodes, a message 
can be routed to any node in less than  steps 

on average, where b is a configuration parameter. 
Every node in Pastry has state consisting of the leaf 
set, routing table and neighborhood set. Two first of 
them are used for routing messages and are set of node 
ids associated with IP addresses. The routing table is a 
two dimensional array having 

Nb2log

⎡ ⎤Nb2log  rows and 

 columns. At a row n are placed ids sharing 
first n and only n digits with the present node’s id. The 
n+1 digit of an id in the routing table defines the 
column where it is stored. Each entry in the routing 
table can have more than one id/IP pair. The leaf set 

contains numerically closest ids to the present node: 
L/2 greater and L/2 smaller, where L is a configuration 
parameter. 
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The routing table and leaf set are used to find a next 
node on the route of the message being forwarded. 
Such a node should share with the message’s key more 
digits than the id of the forwarding node or be at least 
numerically closer to the key than the id of the 
forwarding node. The nodes located closer to the 
forwarding node (in the sense of network distance) are 
preferred. 
 
2.2. Replication in PAST 
 

PAST [16] is a file storage system based on Pastry. 
A file is stored in k nodes with ids numerically closest 
to the key associated with the file. As the nodes’ ids 
are assigned randomly, nodes with numerically close 
ids are very likely to be well distributed over the 
network, which offers good resilience against 
hardware problems and heavy network traffic. Since 
Pastry tries to route the message to a node with an id 
closer to the message’s key, preferring nodes closer (in 
the sense of network distance) to the forwarding node, 
there is a great possibility that the message will be 
forwarded to a nearby node holding the replica. That 
increases speed of accessing the file. 
 
2.3. Ekta 
 

Ekta [11] is an efficient adaptation of Pastry to the 
MANET environment. It is based on integrating Pastry 
with the underlying multi-hop routing protocol. In Ekta 
every node has a leaf set and a routing table but every 
entry contains apart from the target node’s id, the 
whole multi-hop route to this node, not only its IP 
address. If a lookup to the leaf set and the routing table 
returns a node to which the route is not known the 
node performs flooding based route discovery. 

The procedure of joining a new node to the Ekta 
network is simplified in comparison to Pastry. The new 
node a generates its id by hashing its IP address. Then 
it floods a Join message, which is replied only by a 
node b, which is numerically closest to a. The 
JoinComplete message sent by b to a contains the b’s 
leaf set. The node b then notifies all the nodes from its 
leaf set about the arrival of the node a. 

Ekta provides the functionality of a routing protocol 
but also provides applications with an API similarly as 
Pastry.  

 
 



3. Data retrieval in DHT-based self-
organizing Grids 
 
3.1. The approach 

 
In this section we describe our approach to data 

retrieval and replication in self-organizing Grids. It is 
based on using Ekta [11] as a routing protocol and 
adding into the protocol stack a new layer between 
Ekta and the Grid service application as shown in 
Figure 1. Our state retrieval and replication protocol 
replicates every period p1 the state of the Grid service 
to the k other Grid services with numerically closest 
Ekta ids. The ids of these services are obtained from 
the underlying Ekta. 

Parameter p1 should be set according to the 
frequency with which the Grid service’s state changes. 
Too short period p1 can cause high power usage, while 
too long one can decrease the advantage of using 
replication. The value of the parameter k should 
depend on the relation between size of the Grid 
services’ state and their storage capabilities. 

 When a user issues a query to retrieve state of a 
selected Grid service, it is sent over a possibly multi-
hop route to the target Grid service. Every forwarding 
Grid service checks if it has the required state obtained 
by the replication and if so sends it to the user instead 
of further forwarding the query. 

 

Ekta

IEEE 802.11

State retrieval and replication 

Grid service application
Application layer

Network layer

Link layer

Ekta

IEEE 802.11

State retrieval

Client application

Client Grid service

IPIP

 
Figure 1. Protocol stack 

  
3.2. The protocol 

 
This section gives details about our state replication 

and retrieval protocol. As the protocol uses Ekta as its 
routing protocol, we use the following existing 
functions from the Ekta’s API: 
route(Message, IP Address) – Called by a higher 
level protocol to deliver the Message to the particular 
IP address 
route(Message, Key) – Called by a higher level 
protocol to deliver the Message to a node with an id 
numerically closest to the Key 
deliver(Message) – Called by Ekta to deliver the 
Message to a higher level protocol 

We have to extend Ekta with the following API 
functions: 
LeafSet getLeafSet() – Called by a higher level 
protocol to obtain the node’s Leaf Set 
boolean forward(Message, Source Id, Destination 
Id) – Called by Ekta before forwarding the Message to 
a next hop. A higher level protocol can cancel the 
delivery by returning false. 
Our state replication and retrieval protocol provides 
following API functions: 
query(IP Address, Timestamp) - Called by a client 
application to retrieve state from a Grid service with 
the given IP Address. Timestamp describes the 
maximal age of the state to be delivered. 
getData() – Called by our protocol to get data from the 
local Grid service 
deliver() – Called by our protocol to deliver state data 
to the client application which earlier invoked the 
query(IP Address) function. 

Our protocol works in the following way. Every 
period p1 it replicates the state of its local Grid service 
to k other Grid services, the ids of which are 
numerically closest to the id of the local Grid service. 
These ids are obtained from the underlying Ekta by the 
getLeafSet() function. Every pair of subsequent 
replications is divided by period p2, where p2 is much 
smaller than p1. The period p2 is introduced to alleviate 
the danger of a flurry of control packets sent due to a 
possible sequence of route discoveries. The target Grid 
service saves the replicated state together with the 
timestamp of the moment when it is received. 

Whenever a client application queries state of a 
selected Grid service, the query is forwarded by Ekta 
over a possibly multi-hop route. At every hop, which is 
a Grid service (not a user), our protocol checks if the 
current node has the required Grid service state not 
older than the timestamp specified by the client 
application. If it is the case, instead of further 
forwarding the query, the requested state is sent back 
to the user over Ekta. 
 
4. Evaluation 
 
4.1. Modeling methodology 
 

This section describes the methodology we used to 
evaluate our approach. We simulated one mobile user 
and a herd of 70 domestic cows, each with one Grid 
service. The simulation area is a square of a 700m 
dimension. The cows move according to the random 
waypoint model [3]. Their speed varies from 0.6 m/s to 
1.0 m/s as in the case of the real cattle [17]. When 
changing the direction of their movement they make 



stops lasting from 0 to 100 seconds. The user moves 
from one of the corners to the opposite one at the 
speed of 1.5 m/s, which is an equivalent of a moderate 
speed walking [18]. The size of the retrieved Grid 
service state data is assumed to be 1KB. The initial 
layout of the user and cows is shown in Figure 2. 

 

 
Figure 2. Initial layout of cows (1-70) and the 
user (0) 

 
We use following state retrieval techniques: over 

AODV [4] and with our protocol on top of Ekta with 
the k parameter (number of replicas) equal to 0 (no 
replication), 2, 4 and 8. Initially we use DSR [3] 
instead of AODV. However DSR is not scalable 
enough for our scenario. During the state retrieval the 
massive flurry of control packets crashes the simulator. 
This situation is depicted in Figure 3. Finally we 
choose AODV [4] for our simulation as it is one of the 
most scalable from currently available MANET multi-
hop routing protocols. The sequence of events in our 
simulation is presented in Table 1. 

We use the ns-2 network simulator [19] and its 
AODV implementation. We implement Ekta as a 
routing agent and our protocol is implemented as an 
agent. We use CanuMobiSim [20] to generate 
movement patterns for cows and mhash [21] to 
generate Ekta ids from IP addresses. We choose MD5 
hashing algorithm [22] because it generates 128-bit 
output, which has the length suggested for an Ekta id 
[11]. 

We measure routing overhead, packet delivery ratio 
(PDR) and average query time. The routing overhead 

is measured as the number of control packets sent by 
the routing protocol (AODV or Ekta) and as the total 
size of these control packets. In both cases each hop-
wise transmission of a control packet is counted as one 
transmission. PDR is defined by the following 
formula: 

 %100∗=
sentqueries

receivedanswersPDR  

The average query time is the average time from 
issuing a query to receiving results. 

 

 
Figure 3. Effects of using DSR protocol – 
broadcasts are depicted as circles 

 
Table 1. Events in our simulation 
Simulation 
time [s] 

Event 

0.0 Cows start moving and Grid services join 
the Ekta network (when applicable) – 
one service every 2 seconds 

200.0 Replication of services’ state (when 
applicable) – a service starts replication 
every 1 second 

250.0 Starting point for packet statistics 
450.0 Failure of the 10% of Grid services 

(when applicable) 
500.0 The user joins Ekta network (when 

applicable) 
550.0 The user issues a query (1 query every 

0.1 second) and starts moving 
1000.0 Simulation end 
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Figure 4. Simulation results for the case with no failed Grid services

We select a cutoff period of first 250 seconds of the 
simulation during which the Grid services’ join the 
Ekta network and replicate their state. As mentioned in 
Table 1 we use certain time periods to divide similar 
actions performed by either Grid services or the user to 
avoid a flurry of control packets which is unlikely to 
happen in reality. For example the probability that 
many Grid services will join the Ekta network in one 
point of time is very small. 

We perform our simulation for different number of 
queries issued by the user. We also consider two cases: 
(1) no failures of Grid services (2) failure of 10% of 
Grid services. The failures are simulated by moving 
cows with the ‘failed’ Grid services out of the 
simulation area. The results are presented in Figure 4 
and Figure 5. 
 
4.2. Performance results 

 
In this section we discuss the results of our 

simulation. As we can see in Figure 4a and Figure 4b, 
the number and total size of control packets in case of 

AODV grow almost linearly with the number of 
queries. This means very high energy cost of queries 
and poor scalability. In contrast the number and total 
size of control packets in Ekta based communication 
grow much slower, which means better scalability. 
This is caused by the fact that the route discovery of 
AODV is fully on-demand (i.e. it is performed when it 
is necessary for routing a packet), while Ekta nodes 
have knowledge about the network acquired during the 
joining process and replication. 

Although Ekta is better suited for our scenario than 
AODV, the biggest challenge in using it is clearly 
visible in Figure 4c. The reliability of pure Ekta in this 
scenario is much lower than in case of AODV. 
Fortunately it can be considerably improved by using 
the replication technique as we propose but to see the 
difference we must use a certain minimal number of 
replications (the k parameter). In this case the value of 
8 offers a reasonable performance. 

Another advantage of using replication is visible in 
Figure 4d. Using even a very small number of 
replications considerably decreases the retrieval time 



in comparison to pure Ekta or AODV. It is due to the 
fact that the state of every Grid service is dispersed 
over the network nodes so in case of long routes, 
which mostly contribute to the high average of query 
times, the probability of finding a replica of the 
required state before reaching the original is high. 

Comparing Figure 4 and Figure 5 we can notice the 
difference in dealing with partial interconnectivity 
achieved by using replication. The failure of 10% of 
Grid services has a considerable impact on PDR in 

case of AODV and pure Ekta but Ekta supported even 
with a small number of replications remains almost 
unaffected. The failure of Grid services does not even 
influence the Ekta’s routing overhead.  

To summarize, our simulation confirms the 
advantage of supporting Ekta with the state replication. 
It considerably improves reliability, lowers the effect 
of partial interconnectivity and shortens the duration of 
the queries. 
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Figure 5. Simulation results for the case with 10% of Grid services failed after the replication 
 

 
4.3. Further observations 

 
This section presents additional observation we 

make analyzing results from our simulations. A large 
number of network nodes heavily increases the 
overhead caused by flooding, even when it is done in a 
controlled manner as in Ekta [11], which borrows the 
controlled flooding from DSR [3]. Therefore in larger 
MANETs flooding should be avoided, particularly a 
case when many nodes perform flooding 
simultaneously. This is a reason why in our scenario 

differentiating time of Ekta’s node joins, or querying 
particular Grid services makes a difference. 

Simultaneousness of Ekta’s node join operations 
can also degrade the quality of the Ekta’s state, 
resulting in longer routes or even failures in packet 
delivery to distant nodes. This is caused by the fact 
that new nodes retrieve from existing nodes leaf sets, 
which are not fully populated, so it is beneficial to 
disperse the node join operations over the time. 
Fortunately in reality it rarely happens that many nodes 
perform the node join operation at the same time.   

 



5. Future work 
 
Domestic cattle kept in large herds tend to break up 

into small groups of 10-12 animals, when enough 
space is available [17]. Such behavior can be exploited 
to select next-hops in a more reliable way and perform 
a more effective replication. 

The knowledge about which ids belong to the 
members of a sub herd (mates) of a cow carrying a 
Grid service can be collected without additional data 
exchanges. It can be inferred from the long time 
statistics collected during analyses of the forwarded or 
overheard packets. 

Preferring mates in choosing next-hops can improve 
the probability of successful delivery of a packet to the 
next hop, so delays caused by resending a packet to a 
different next-hop can be avoided. This can result in 
shorter query times. 

State replication can be more effective if the 
replication targets are chosen from non-mates, which 
are Grid services with which the contact is more likely 
to be lost. This results in the higher availability of 
states from the Grid services which are beyond the 
range of the multi-hop communication. Such an 
approach combines the advantages of DHT based 
routing like Ekta with Epidemic Routing  [12, 13]. 

As our future research we want to evaluate this 
ideas by performing simulations of longer scenarios 
and modeling cows’ mobility using the Reference 
Point Group Mobility model [23]. 

 
6. Conclusions 

 
In this paper we proposed the use of Ekta [11] to 

increase the scalability of a self-organizing Grid 
comprising services mounted on animals and one or 
more mobile users. We proposed a novel approach of 
using data replication to increase the availability of 
state associated with Grid services and reliability. We 
then presented a protocol using our approach and 
proved its validity over an extensive simulation. 
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